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Al and Cybersecurity at the Frontline of Global Security

Dear reader,

New technologies create social change; we have seen this countless times throughout history. From the agricultural
revolution to what scholars call the second machine age. We are living through a time of rapid and profound change
where artificial intelligence (Al) and cybersecurity have moved beyond science fiction plots to change the way we
look at international security. These technological advancements are actively shaping the defense sphere in ways we

didn‘t think were possible before.

This first edition of our report covers a range of topics, from peacekeeping, policy recommendations, to asking legal
and ethical questions about the use of these technologies in global security. It is crucial to understand their full implica-

tions so we are better prepared for the future.

In collaboration with the European Defence Network (EDN), we present a diverse team of students and young profes-
sionals from Europe and beyond who have been instrumental in the creation of this report. Through determination and
collaboration, we hope to provide thought-provoking articles that showcase both the opportunities and challenges

when it comes to implementing Al and emerging technologies in defense and security.

The overarching theme of the report is the following: the urgent need to balance technological innovation with transpa-
rency, accountability, and ethical considerations. The responsible use of these technologies is particularly important;
while they can provide strategic advantages, we must also consider the negatives and the necessity for regulation and

human control.

This inaugural report is the start of an ongoing conversation. It is our sincere hope that it raises awareness and contri-

butes to responsible policymaking in Al and cybersecurity.

Belen Alondra Bringas Machicado

Editor of the EPIS Artificial Intelligence & Cybersecurity Report
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IHL compliance? Argument: Al weapons and cyber tools  Relations with a focus on International Politics and Re-

boost military power but risk civilian harm and legal ac- gional Dynamics at the Universita degli Studi di Milano

countability. Conclusion: Human oversight and regulation  (IT). Her research focuses on EU affairs and digital /tech

are crucial to ensure Al respects IHL principles policies, as well as regional dynamics in Asia and the
Middle East, with a particular focus on the US's role in

global aoffairs.

EPIS Report on Atrtificial Intelligence & Cybersecurity— Issue |



https://www.linkedin.com/in/giulia-convertini-552589201/

1. Introduction - The Role of Al and Cyber
Technologies in Warfare

The

modern warfare represents one of the most consequen-

integration of artificial intelligence

(Al) and cyber technologies into

tial shifts in military strategy since the advent of nuclear
weapons. Al is now actively shaping battlefield decisions,
powering autonomous systems and enabling new forms
of digital warfare that transcend physical borders. At the
same time, cyberspace has emerged as a contested do-
main in its own right—where states and non-state actors
conduct operations ranging from espionage to infrastruc-
ture sabotage, often below the threshold of conventional
war and sliding more towards the realm of hybrid warfare.
This convergence of Al and cyber capabilities has alrea-
dy begun to transform the character of armed conflict.
Russia’s war in Ukraine has illustrated the real-time use of
Al-enhanced targeting, autono- LAWS:
mous drone swarms and coordi-
nated cyberattacks on critical in-
frastructure, such as energy grids
and communications networks. These developments raise
urgent questions about the adequacy of existing legal fra-
meworks and the international community’s ability to pre-
vent destabilising consequences. The current applications
of military Al are very diverse. They range from support in
the targeting cycle and the conduct of hostilities in gene-
ral, use for hostile activities in cyberspace and for intelli-
gence, surveillance, and reconnaissance purposes. Al is
also deployed within the context of so-called ‘information
warfare’, launching cyberattacks on communication sys-
tems or civilian infrastructures. Another concrete example
of ‘information warfare’ is the use of deep fake videos in
the Russia-Ukraine conflict, with the aim of influencing or
spreading disinformation to the general public. Research
and development into Al for defence is now broad, well-
funded and moving fast. Work ranges from blue-sky
algorithms to near-term operational integration — with
emphasis on trustworthiness, human-machine teaming,
and robustness against adversarial attacks. Major de-

fence research agencies and alliances are accelerating
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Al weapons that autonomously

select and engage targets

programmes while policymakers race to put governance
and legal guardrails. An example of that is NATO's revi-
sed Artificial Intelligence Strategy, released in July 2024,
which stresses both opportunities and risks, reaffirming
principles of responsible use such as lawfulness, accoun-
tability, explainability, reliability, human oversight, and
bias mitigation. Importantly, the strategy acknowledges
challenges such as adversarial use and misuse of Al, dis-
information, and unintended consequences, positioning
NATO to balance innovation with safeguards while sha-
ping global norms for responsible defence applications.
The pace of technological advancement far exceeds that
of legal reform. International humanitarian law (IHL), whi-
le rooted in principles of humanity and military necessity,
was not designed to account for self-learning algorithms
orinvisible cyber operations. Key
challenges such as attributing at-
tacks, assigning accountability
for autonomous decisions and
regulating dual-use technologies, underscore the need for
legal reviews. This article explores the legal implications
of Al-driven and cyber-enabled conflict. It examines how
current International Humanitarian Law engages with the-
se technologies, where significant gaps remain and what

emerging risks may demand urgent attention.

2. Legal Frameworks: Current landscape
and gaps

Autonomous weapons are set to revolutionise warfare.
They have the potential to scale up armed conflict to such
a fast pace that humans might lose control over it. Accor-
ding to the United Nations Secretary General, Antonio
Guterres (2018): “Our challenge is to maximize the be-
nefits of the technological revolution while mitigating and
preventing the dangers. The impact of new technologies
on warfare is a direct threat to our common responsibility
to guarantee peace and security.” The development of Al

weapon systems would lead to a global arms race, which,



without oversight, could increase risks to global stability.
Given the unpredictable behaviour of machine-learning
Al systems, which are controlled by algorithms that dictate
weapon engagement systems, humans may lose their ab-
ility to intervene promptly in case of faulty behaviour, as
Jurgen and Altman (2017) argued. Warfare has already
integrated Al, mostly to assist physical military hardware
with specific functions and tasks such as flight, surveillan-
ce and navigation. Autonomous systems are increasingly
being deployed both in wars and in law enforcement si-
tuations like police operations and cyberspace. Cyberat-
tacks do not directly cause killings but can significantly
harm critical infrastructures like electricity grids and hos-
pitals. Autonomous systems can also be hacked. Stuart
Russell (2019) warned about how autonomous weapons
threaten human security on the national, international, lo-
cal and personal levels. International Humanitarian Law
(IHL), which consists of the four Geneva Conventions of
1949, their additional protocols and customary law, was
established to explicitly recognise the need for striking a
balance between military necessity and humanity in a
situation of armed conflict. This means that there are cer-
tain limits as to which actions can be taken, even during
wars. A fundamental principle of International Humani-
tarian Law is that States are constrained in their selecti-
on of weapons and methods of warfare by established
norms of international law. Specifically, Article 36 of
Additional Protocol | to the Geneva Conventions (AP 1)
requires states parties to assess, during the development,
acquisition, or adoption of any new weapon or method
of warfare, whether its use would be prohibited under
international law. This obligation becomes even more

significant and challenging when applied to emerging

technologies whose effects on civilians and civilian in-
frastructure remain uncertain. Article 36 calls on states to
evaluate new weapons and methods of warfare through
the lens of IHL and all other relevant international legal
obligations applicable to them. With the growing recogni-
tion of the concurrent application of IHL and International
Human Rights Law (IHRL) in armed conflicts, such legal
reviews, should ideally assess compliance with both le-
gal frameworks. While many IHL rules apply only in times
of armed conflict, Article 36 reviews often occur during
peacetime. For states that are party to AP |, this constitu-
tes a procedural obligation. However, it can be argued
that even non-party states—if bound by substantive legal
limits on the use of certain weapons or methods—should
undertake similar pre-emptive legal reviews to ensure
they do not violate those substantive rules. For example,
regarding the co-application of IHL and international hu-
man rights law, the Human Rights Committee’s General
Comment 36 interprets the obligation to protect the right
to life under Article 6 of the International Covenant on
Civil and Political Rights (ICCPR) as including preventive
measures, such as legal reviews of new weapons. Cyber-
space has emerged as a critical domain in modern mili-
tary operations, with cyberattacks increasingly forming a
regular component of armed conflict. The development of
new cyber capabilities and tools, whether they represent
novel means of warfare or intfroduce new methods, un-
doubtedly requires legal scrutiny under Article 36. When
cyber operations directly support conventional attacks -
for instance, by disabling air-defence systems to enable
airstrikes — they function as means of warfare that com-
plement kinetic operations and as such, must be subject to

an Article 36 legal review.

The growing Use of Al in Warfare

N Y.

Decision Making
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Avtonomous Systems

- Autonomous drones
- Robotics and unmatched
ground vehicles

- Al in target selection
- Al in combat planning

Figure 1: Summary of the growing Use of Al in Warfare
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Concerns
- Alin cyber attacks - Rules of engagement
- Defensive cybersecurity - Responsibility for
Al actions

EPIS Report on Artificial Intelligence & Cybersecurity— Issue |



3. The Intersection of Lethal Autono-
mous Weapons (LAWS), Al and machine
learning in conflict within the Internatio-
nal Humanitarian Law framework

The most prominent and imaginative use case of Al for mi-
litary purposes involves the deployment of Al in unman-
ned physical robotic systems, including lethal autonomous
weapon systems (LAWS). The International Committee of
the Red Cross (ICRC) defines LAWS as weapons that se-
lect targets and attack them without human intervention.
According to the ICRC, this means that a human merely
activates an autonomous weapon, but at that point does
not know specifically who or what it will target, nor where
or when it will do so. LAWS will make this decision auto-
nomously based on the observations from sensors and
software in the deployment environ-
ment, which link this input to a specific
‘target profile’. Not all LAWS have ma-
chine learning (ML) features, as some
of these weapons are rule-based and operate within
human-designed scenarios, making their functionalities
limited to humans’ commands. ML allows LAWS to have
a much higher level of autonomy in decision-making, in
ways that range from the ability to move through enemy
territory to identifying, selecting, locating and attacking
particular targets. Within the framework of International
Humanitarian Law, the integration of Al in warfare would
bring in the opportunity to enhance the respect of IHL, as
machine learning processes complex information in a fas-
ter way and can take informed decisions while taking into
account IHL principles. Ideally, Al-driven LAWS have the
potential to take a clear picture of complex scenarios and
play an effective part in conflicts. In practice, as the ICRC
argues in its publication on Artificial intelligence and ma-
chine learning in armed conflict: A human-centred ap-
proach (2019), autonomous weapons have no human
perception of emotions like fear or anger and preserving
this more emotional side of armed conflicts also would
allow for the preservation of humanity in this realm. If we
look at the case of IHL's proportionality principle, which

calls for a balance between the potential civilian harm
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Human oversight:

Essential to ensure Al
weapons follow IHL

and military necessity, it indeed requires human, subjec-
tive participation in defining military advantage and the
level of harm caused to civilians. The core of International
Humanitarian Law is to protect people who are not invol-
ved in conflicts, so humans cannot feed Al-driven wea-
pons with a way to precisely and objectively evaluate the
level of civilian casualties compared to military gains. This
puts Al-driven LAWS against IHL, unless human involve-
ment remains a key part of armed conflicts. The applica-
tion of Al systems in warfare also raises concerns regar-
ding their unpredictability and the issue of explainability.
Machine learning can get to a point
where humans can’t trace how and
why an Al-driven system has made a
specific decision and acted in a speci-
fic way. Not knowing in advance how autonomous wea-
pons might act also raises questions regarding their ability
to respect the IHL principle of distinction, which requires
parties to the conflict to distinguish at all times between
combatants and civilians. Another cause for concern is
the fact that Al systems are subject to biases, putting once
again at risk the IHL principle of protecting people and

places that should not be targeted in armed conflict.
4. Conclusion

Prioritizing the human aspect of military operations calls
for a reimagining of the human role within an evolving
human-machine cognitive system. Militaries should be
equipped to lead diverse, integrated teams across the
military infrastructure, encompassing military personnel,
government actors and civilian contributors. To do so ef-
fectively, they will need a sufficient understanding of their
Al-driven tools, enabling meaningful collaboration as
well as critical oversight. Al is already reshaping the cha-
racter of warfare and disrupting long-established human

practices. By fostering a human-centric approach to Al



and cyberwarfare, militaries would more effectively pre-
pare for the inevitable transformations ahead without ma-
king the world more unsafe. Netta Goussac summarises
here the need for legal reviews regarding the integration
of Al'in warfare: “Today's technological advances in how
conflicts are fought mean that robust legal reviews are as
critical now as they were when Article 36 was concei-
ved, during the Cold War arms race. While Article 36
does not specify the process by which legality should be
determined, in the view of the ICRC, the obligation cle-
arly implies a mandatory standing procedure that asses-
ses all weapons and their normal or expected method of
use, against a State’s international obligations, including
IHL. According to the ICRC’s Guide to legal reviews, this
entails a multi-disciplinary examination of the technical
description and actual performance of a weapon, at
the earliest possible stages of its research, development
or acquisition. Legal reviews can be a potent safeguard
against the development and use of Al weapons that are
incapable of being used in compliance with IHL rules

regulating the conduct of hostilities, notably the rules of

distinction, proportionality and precautions in attack. The-
se rules are addressed to those who plan, decide upon
and carry out attacks in armed conflict. It is humans that
apply this law and are obliged to respect it. An Al wea-
pon system that is beyond human control would be un-
lawful by its very nature—a conclusion that would be-
come evident during a legal review.” (Goussac, 2019) It
is clear that there is an urgent need for global action not
only to safely embark on the ongoing Al-driven techno-
logical revolution of warfare, but also to make sure that is
effectively regulated. This research highlighted the current
gaps between the IHL framework and the application of
Al in warfare, shedding a spotlight on the need to harn-
ess Al responsibility in military contexts, especially with
regards to the principles of proportionality and distinction,
which are at the core of International Humanitarian Law.
This paper ultimately calls for concerted international co-
operation to adapt international law to the new challen-
ges and opportunities arising from the development of

autonomous weapons and cyber warfare.

Modern Warfare in the Digital Age:
Al, Cyber Capabilities & Legal Gaps

»Our challange is to maximize
the technological revolution
while mitigating and preventing
the dangers. The Impact of new
technologies on warfare is a
direct threat to our common res-
ponsibility to guarantee peace
and security.”

(Guterres, 2018)
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Figure 2: Summary of Modern Warfare in the Digital Age: Al, Cyber Capabilities & Legal Gaps
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1. Introduction

echnological innovation is transforming the conduct
of war, sparking debate over whether existing ac-
countability frameworks can adequately govern its use.

Among the new projects, Autonomous Weapons System

The European Union, while not having a universally ag-
reed definition, adopts the International Committee of the

Red Cross definition as:

(AWS) have been at the centre of an increasingly polari- ,, Any weapon system with autonomy in its criti-

zed debate. Humanitarian organizations emphasize the
ethical and legal risks, advocating for strict regulation
or even a comprehensive ban. In contrast, states high-
light the strategic benefits of these technologies and the
practical reality that technological innovation is unlikely
to be halted. The coexistence of these positions creates
a persistent tension: humanitarian concerns retain unde-
niable validity, yet the continues development and partial
deployment of AWS suggest that a complete ban at this
stage may be premature. In this context, further research
remains essential, both to inform potential regulatory fra-
meworks and to endure that humanitarian considerations
are integrated into future decision-
making. However, in the absence
of a universally agreed definition of
what these systems entail, states and
stakeholders have been developing
multiple definitions arguing on whet-
her these new weapons comply with international stan-
dards or are inherently dangerous and should therefore
be banned altogether. The United States Department of
Defense Directive No 3000.09 on Autonomy in Weapon
Systems defined AWS as:

“[a] weapon system that, once activated, can
select and engage targets without further inter-
vention by a human operator. This includes hu-
man-supervised autonomous weapon systems
that are designed to allow human operators to
override operation of the weapon system, but
can select and engage targets without further
human input after activation”

(McDougall, 2019)
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Autonomous Weapons
System (AWS):

Weapons that can select
and engage targets wit-
hout human input

cal functions. That is, a weapon system that can
select (i.e. search for or detect, identify, track,
select) and attack (i.e. use force against, neu-
tralize, damage or destroy) targets without hu-
man intervention”. (Cottier, 2023)

From these two definitions it is evident that Meaningful
Human Control (MHC) is a crucial aspect in the determi-
nation of whether Autonomous Weapon Systems (AWS),
as an umbrella term including both Lethal Autonomous
Weapons System (LAWS) and Full Autonomous Wea-
pons (FAW), conform with international law and can, the-
refore, be further advanced or are
inherently too dangerous and their
development should be banned.
The lack of a universally accepted
definition renders the debate on the
legality of AWS particularly com-
plex as multiple terms like FAW and LAWS are often used
interchangeably. While these two terms do share simila-
rities they have a slightly different scope. Lethal Autono-
mous Weapons System (LAWS) is a term that emphasizes
the use of lethal force without meaningful human control,
and it has been popular especially among promoters of
a total ban. On the other hand, Fully Autonomous Wea-
pons (FAW) is a term encompassing the most extreme
examples of autonomous weapons requiring no human
input whatsoever (Lewis, 2015). This paper focuses on
autonomous weapons system as a generic term. This
article will present the polarized debate between sup-
porters of a pre-emptive ban, who argue that AWS are
incompatible with the requirements of international huma-

nitarian law (in particular, the principles of accountability,



distinction and proportionality), and those who contend
that such a ban is premature. The latter emphasize that
these weapons are not unlawful per se and may, in cer-
tain contexts, offer operational advantages, such as en-
hanced precision and reduced risk to civilians and com-
batants, when developed and deployed responsibly. To
this end, Section 2 outlines the international law frame-

work on accountability; Section 3 explores the arguments

supporting a ban, focusing on the accountability gap;
Section 4 examines the counterarguments that question
the existence of such a gap and oppose a prohibition;
Section 5 considers regulatory precedents, including the
landmines protocol, as possible blueprints; and Section 6
concludes with reflections on the viability of a regulatory
framework for AWS.

Categories Target Selection | Human Input Lethality Example

& Engagement
Avtomated No Target selection | High (humans Can be lethal Landmines
Weapons (just automatic set triggers)

reaction)
Avtonomous Yes, system selects | Human initiates, Mixed Armed drones with
Weapon & engages once but no further Al target recognition
Systems (AWS) activated control
Fully Yes, without human|] None (no Mixed Hypothetical
Avionomous intervention meaningful human hunter drones
Weapons (FAW) control)
Lethal Fully Yes, system selects | None Explicitly lethal Hypothetical armed
Avtonomous & engages robots making
Weapons (LAWs) kill decisions

Figure 1: Visual comparison of autonomy in weapon systems
2. Accountability in Armed Conflict:
the international law framework

The main challenge around autonomous weapons re-
gards what has been called the accountability gap. Due
to their nature, AWS cannot be held accountable for cri-
minal conduct as they are not responsible moral agents.
Moreover, the increasing separation between the wea-
pon system actions and any proximate human makes it
extremely complex to identify the proper agent to be held
accountable. In the context of armed conflict and auto-

nomous weapons systems, the debate on accountability

revolves around individual criminal responsibility as de-
fined in Artt. 25-28 of the International Criminal Court
(ICC) Rome Statute. Art. 30 of the Rome Statute additio-
nally poses a high threshold for the mental element, highl-
ighting that the material elements of each crime must be
committed with intent and knowledge (International Cri-
minal Court, 2011). Differently, the Additional Protocol | to
the 1949 Geneva Convention provides under art. 85(3)

that a behaviour that constitutes a war crime must be
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conducted wilfully. Legally speaking, “wilfully” is often in-
terpreted including also the concept of recklessness (Bo et
al., 2022). The lack of proximity between a human and
the AWS actions makes it particularly hard to establish
this requisite mental element on the part of any human
(McDougall, 2019). The centrality of the mental element in

prosecuting criminal responsibility increases the comple

xity of ensuring accountability for crimes involving AWS.
Due to the difficulty in linking a human directly to wrongful
actions committed by an autonomous weapon, proposals
arose for a new requirement: Meaningful Human Control.
While there is no fully universal definition, this new stan-
dard was introduced as to somewhat ensure human over-

sight and, if necessary, human responsibility.

3. One side of the debate: Accountability
Gap and The Case for a Ban

The debate over autonomous weapons gained momen-
tum around 2012-2013 when various organizations and
scholars started debating over ethical and legal implicati-
ons of these systems. Since 2013 multiple countries called
for a preventive ban hoping to
negotiate a treaty within the
Convention on Certain Con-
(CCW)
framework (Sauer, 2016). The

petition against autonomous system was presented by the

ventional Weapons

Campaign to Stop Killer Robot, a coalition of civil society
and stakeholders led by Human Rights Watch (HRW). The
latter published an insightful paper in 2012 leading the
anti-AWS debate. Mirroring most of the concerns shared
by the Campaign, HRW highlighted how human decision-
making in armed conflict entails complex assessments to
ensure a discriminate and proportionate application of
force in compliance with international humanitarian law.
According to the group, such elaborate assessments are
unlikely to be replicated in software code, thus raising
doubts on whether autonomous system can be designed
to operate respecting international standards. From a le-
gal perspective, the accountability gap has been reiter-

ated consistently as a crucial issue as machines cannot
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A regulatory framework can en-
sure AWS use complies with inter-

national law and accountability

be court-martialled leaving no redress to injured or killed
civilians. Lastly, from an ethical point of view, HRW argu-
es that allowing autonomous weapons to use lethal force,
thus relinquishing life-and-death decision-making to an
algorithm that cannot be held accountable for its actions,
violates basic human dignity (Human Rights Watch, 2012).
In its 2012 consideration, HRW focuses on civilian protec-
tion. According to the group, regardless of possible future
technological advancement, fully autonomous weapons
inherently lack the human qualities necessary to meet the
rules of international humanitarian law. Furthermore, by
eliminating human involvement fully autonomous wea-
pons undermine other important principles. Following
the reasoning provided, fully autonomous weapons are
not restrained by human emotions and compassion, by
reducing military casualties they lower the threshold for
political leaders to engage in armed conflict, and last-
ly, there is the question about accountability as a form
deterrence and remedy for victims. These concerns un-
dermine civilian protection leading HRW to recommend
a full prohibition of development, production and use of
fully autonomous weapons through an international le-
gally binding instrument (Hu-
man Rights Watch, 2012). In
light of these considerations,
in 2012, as only precursors to
Fully Autonomous Weapons
existed, advocates called for a preventive arms control
for autonomous weapons systems on an international hu-
manitarian law basis. In 2015, the HRW group published
another report calling once again for a ban but basing
its reasoning on the issue of accountability. HRW argu-
ed that no existing body of law ,provided adequate ac-
countability of individuals directly or indirectly involved
in the use of fully autonomous weapons” (Human Rights
Watch, 2015). As the debate evolved, in 2025 HRW
published another review on autonomous weapons and
implications for human dignity and human rights. In this
most recent paper, the group reiterated how the inherent
characteristic of AWS of selecting and engaging targets
based on sensor processing rather than human inputs in-

fringes multiple fundamental obligations. However, in the



recommendation section, while a prohibition treaty is still
mentioned, the main request seemed to have pivoted to-

wards stronger regulation (Human Rights Watch, 2025).

4. The other side of the debate:
Questioning the Accountability Gap

On the other side of the debate on Autonomous Wea-
pons System compliance with international humanitarian
law, scholars have maintained that not only it is factually
possible to place human responsibility when AWS are
unlawfully or negligently deployed, questioning the exis-
tence of an accountability issue altogether, but they also
openly oppose an outright ban on two different grounds.
On one hand a pre-emptive ban risks stopping the de-
velopment of a weapons that can protect combatants
and reduce the risk for civilians, directly complying with
two foundational objectives of international humanita-
rian law; on the other hand, enough consensus among
different geopolitical actors is unlikely to be achieved at
this stage of AWS development, which makes the case
for regulation significantly stronger. Responding direct-
ly to the HRW case of 2012, Professor Michael Schmitt
presents strong counterarguments to the supra mentioned
narrative calling for a ban (Schmitt, 2015). Firstly, Schmitt
argues that the foundational assumption that Autonomous
Weapons System (understood as “human out of the loop”
systems) necessarily violate international humanitarian
law because they are inherently indiscriminate and cause
unnecessary suffering to combatants and civilians is ex-
tremely flawed. Instead, he argues that an assessment
on compliance with distinction and proportionality prin-
ciples must be based on a case-by-case analysis, con-
sidering the type of weapon, the environment in which
it is deployed and the scope of its deployment. In other
words, HRW claims blur the line between IHL prohibition
on weapons per se and unlawful use of otherwise use-
ful weapons (Dunlap, 2016). Secondly, he addresses the
accountability gap debate. Schmitt clearly demonstrates
that across multiple scenarios it is already possible, un-
der international humanitarian law and criminal law, to

identify and held humans responsible. For instance, were

the AWS to be deployed in an unlawful manner, the com-
mander authorizing its use would be responsible under
the relevant law. Similarly, were the AWS to be desig-
ned for conduct not compliant with IHL, the developers
could be held accountable. Furthermore, should the ar-
med forces of a state use AWS in an unlawful manner,
state responsibility could be effectively invoked (Schmitt,
2015). Building on Professor Schmitt’s response, Charles
Dunlap, Jr went further and questions the HRW assimi-
lation of personal accountability with the legality of the
weapon itself (Dunlap, 2016). Citing Art. 36 of Proto-
col | of the Geneva Conventions, Dunlap asserts that the
legality of a weapons should be measured on how the
weapon is used and not depending on whether respon-
sibility can be determined. Expanding on previous pos-
sible attributions suggested by Schmitt, Dunlap explains
further their reasoning. AWS, like any weapon, must be
developed and tested so that their intended acts against
life and property can be reasonably anticipated in order
for designers, commanders, operators, and others asso-
ciated with autonomous weapons to escape culpability
(Dunlap, 2016). The argument furthered by supporters
of this side of the debate is that in the remote circums-
tances that a machine goes rogue, no one can be pu-
nished provided that reasonable steps have been taken
to avoid such an unexpected result. It follows, then, that
if at any point in the development, design, and deploy-
ment chain reasonable assessments have not been made
to guarantee respect for the IHL principles of distinction
and proportionality, those who failed to adequately fore-
see unlawful conduct may be held personally responsible
under international criminal law. Considering the above
reflections and being aware that AWS development is
to be closely monitored because there are challenges to
IHL rules, especially concerning weapons using machine-
learning systems, Schmitt and Dunlap conclude that an
outright ban based on the inherent nature of AWS as an
IHL violating system is unfounded. Additionally, due to the
strategic advantage these weapons may offer to states’
national security arsenals, they both recommend working
on sensible regulation which are likelier to be favourably

welcomed by multiple countries.
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Example: An AWS was deployed and resvlted in the unlawful injuring of civilians

Was the weapon intentionally

deployed by the State to conduct Yes Liability of the State
operations not complicit with IHL?

Was any other less harmful Liqbilily of the Commupder
weapon available? Yes ultimately authorizing its

deployment

Was the incident the result of Did the commander take Liability of the Commander
deployment in a high-risk civilian Yes reasonable steps to assess No ultimately authorizing its
environment? that risk? deployment

Was the weapon intentionally

designed to operate in an IHL- Yes Was it the designer’s intent? Yes Liability of the Designer
non-compliant way?

Did the weapon fail to operate Was there a clear manufacturing Lo

within its agreed parameters? Yes error? Yes Liability of the Manufacturer

The cause of the incident cannot be pinpointed

Were reasonable steps taken to
prevent unintended consequences?

Yes

No liability

Accountability lies within the

authorizing chain of command

Figure 2: Example of possible accountability attributions in the event of an AWS deployment and subsequent unlawful conduct of the machine.

5. Landmines regulatory scheme as a
possible blueprint

Between 2014 and 2015, John Lewis presented a convin-
cing case on using the Amended Protocol regulating land-
mines as a blueprint for an AWS regulation. The proposal
highlights how once activated both weapon systems have
the capacity to target and kill without further human input
and both weapons are deployed with specific defined
parameters thus raising similar questions about distinction.
Drawing from the 1996 Amended Protocol on landmines,
a model framework was developed for FAWs. The Proto-
col focuses on a clear definition of lawful environments in
which to deploy landmines to allow military advantage
while guaranteeing civilian safety and a focus on com-
mander decision-making given the nature of the weapon.
Similarly, a framework for FAWs would entail a clear de-

finition of:

e characteristics that AWS must have to ensure distinc-

tion and proportionality
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* characteristics of the environment distinguishing from

remote battlefields to areas in which civilian concen-

tration is higher.

* characteristics of the opposing force especially

concerning the enemy evasion techniques which
might affect AWSs ability to comply with the

distinction principle

¢ the level of residual human control

Moreover, regarding the issue of accountability, the pro-
posed framework poses the focus of responsibility on
the commander’s decision to deploy the weapon (Lewis,
2015). Creating a regulatory framework from existing
protocols reinforces the argument that existing interna-
tional law is sufficient to limit the use of AWS in com-
pliance with the law and therefore, a pre-emptive ban

is unjustified.




6. Conclusion

Ultimately, while concerns about the level of autonomy in
AWS remain valid, existing international laws and prin-
ciples provide a sufficient framework to regulate the de-
velopment and deployment of these emerging strategic
systems. As technology evolves, it cannot be excluded
that a ban or a more structured treaty might eventually

become the most appropriate option to ensure complian-

ce with international humanitarian law and international
criminal law. However, given the current state of techno-
logical development and the legal avenues for attributing
accountability, the call for a pre-emptive ban should give
way to a regulatory framework that restricts the use of the -
se weapons to contexts where they can achieve military

advantage while ensuring civilian protection.
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Perspective on Writing

From a technological perspective, the increasing use of Al in a military context aligns with the growing importance of data processing.

At their heart, defence tech companies that leverage Al are, in essence, data processing companies, and the heart of their product is the
data that drives their algorithms.

1. Introduction

arfare has undergone a profound trans-

formation over the past decade, seeing an
influx of technology-driven approaches coming into use.
Both state and non-state actors now leverage advan-
ced technologies, particularly artificial intelligence (Al),
to gain strategic advantages on and off the battlefield.
This shift has far-reaching implications for how wars are
fought, how technology is developed, and how both mi-
litary personnel and civilians are affected. At the same
time, the traditional military-industrial complex is evolving.
A new wave of players, including tech companies and
startups, is entering the defense space, challenging lega-
cy systems and introducing innovative solutions. In this ar-
ticle, we examine the rise of Al, its practical applications
in a military context, the emerging products and techno-
logical developments because of this, and the companies
driving this transformation. Ultimately, we seek to explore
a central question: does the proliferation of Al in the mili-
tary context, and the actors driving it, resemble the tradi-
tional defense prime model, or is it instead fundamentally
rooted in data, making these emerging defense tech com-
panies essentially data companies at their core, merely

weaponizing that data?

2. Al Context Within Warfare

Artificial Intelligence (Al) has seen increased use in re-
cent years in warfare, with a more active role in combat
operations being assumed as the years progress. Some
of the first known cases of Al use for military application
came in the 2010s, with Israel’s Iron Dome reportedly
incorporating some advanced algorithms of early Al to
assist the system in rocket trajectory prediction, providing
recommendations for intercept decisions based upon
which projectile had a higher probability of impacting
populated areas (NPR, 2021). This is followed in 2017
with the launch of Project Maven by the US military, that
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seeks to train Al algorithms to analyze surveillance vi-
deo and pictures and automatically identify what is in the
frame on the battlefield (Bloomberg, 2024). From 2020
and onwards, Al started to see uses in active warfare.
This was seen during the 2020 war between Armenia
and Azerbaijan over the region of Nagorno-Karabakh.
Azerbaijan, armed with Bayraktar TB-2 drones and Israe-
li loitering munitions, leveraged Al targeting software in
these platforms to assist in target identification kill chain
decision. The use of this technology, particularly the dro-
ne weapon platforms, were pivotal in the Azerbaijani
success in the conflict. The first acknowledged use of an
autonomous Al battlefield kill is attributed to have taken
place in 2020 during the Libyan Civil War, with a Turkish-
made STM Kargu 2 loitering munition drone attributed as
having hit retreating forces of the General Haftar’s Libyan
National Army (LNA) while being flown on automated
targeting modality, meaning that this would be the first
acknowledged case of Al identifying a target, and auto-
nomously making the “kill” decision (NPR, 2021). In the
years from 2021 to present, the use of Al in warfare has
proliferated, with it used widely in the Ukraine conflict for
targeting assistance by loitering munitions and drones
by both sides. The IDF, in the conflicts against Hamas in
Gaza has heavily utilized Al for intelligence purposes, to
generate target lists and help with identification of them
on the battlefield. “Operation Spiderweb”, conducted in
June of 2025 by Ukrainian forces to strike deep within
Russia at the Strategic Bomber bases, was one of the best
examples of Al application in warfare to date. Kamikaze
drones that were remotely deployed from trucks were re-
portedly able to fly along “pre-planned routes” with the
assistance of Al, and once they reached their target zone
the drones identified and engaged targets. All conducted

within a location that was subject to target jamming and

limited connectivity (Financial Times, 2025).



Military Uses of Al Milestones

2012
Al in Iron Dome

2017
Project Maven

Figure 1: Chart showing the Milestones of Al being used in the Military

The applications of Al within warfare, as seen from the
above examples of use cases over the past years, are
varied and ever-expanding. Some of the most common
applications of Al are for intelligence uses, including Sig-
nal Intelligence (SIGINT), Human Intelligence (HUMINT),
and Open-Source Intelligence (OSINT). Al has seen
heavy use in identification and recognition use cases, as-
sisting the end users identify the targets on the battlefield.
This cuts down on the amount of human intervention, ma-
king intelligence sorting and analysis quicker and more
efficient, leading to a quicker cycle time for the warfight-
er. Past the battlefield, Al has also advanced in general
surveillance, seeing many use cases for facial recogni-
tion and tracking as well. Another major application of
Al is for target identification and targeting assistance by
weapons systems on the battlefield. This has been seen
in a multitude of platforms, ranging from UAVs (drones)
to more traditional weapons platforms like automatic rif-

les with optics that may possess target identification as-

2020

First confirmed Al Kill

- Lybia
2025
Operations Spiderweb
— Ukraine

2020

Al in Loitering Munitions

— Nagorno-Karabakh

sistance. This use of Al is one that has advanced greatly
in recent years, and what remains to be seen from this
use-case is how much Al progresses from simply assisting
in targeting identification and tracking to autonomously
making target engagement and kill authority decisions.
Another major use of Al that is still largely in an experi-
mentation phase but will inevitably see expanded use is
that of autonomous piloting. There was a recent successful
test undertaken by Saab and Helsing, where the Al sui-
te of Helsing was utilized to autonomously pilot a Saab
Gripen fighter aircraft, with it successfully executing some
maneuvers in response to combat-inspired inputs (Saab,
2025). Sixth-generation fighter aircraft that are current-
ly in development such as the Future Combat Air System
(FCAS) and the Global Combat Air Program (GCAP) are
experimenting with the concept of “loyal wingmen” dro-
ne aircraft, that will augment the manned aircraft as part

of a broader flying network.

Figure 2: Next Generation Fighter (NGF) Concept, with Manned Aircraft in Control of Unmanned Wingmen
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3. Emerging Products / Technological
Developments

A multitude of products and technological developments
have emerged thanks to Al and autonomous systems.
One of the arguably biggest benefactors of Al systems
have been Unmanned Aerial Vehicles (UAVs), more com-
monly known as drones. Although inherently a different
system and ecosystem entirely, autonomous systems have
begun to be combined with Al software that scale their
capabilities. These include enhancements to core functi-
ons that are performed by drones such as surveillance
mission sets, with Al algorithms being leveraged to assist
with automatic target identification. Increasingly, there
has been increased testing with, and in some cases even
the use of, Al in drones to take their automated identifica-
tion and targeting software and allow it to make kill-chain
decisions as well. This was seen in our example stated
above during the Libyan Civil War in 2020. UAVs have
not been the only unmanned systems to benefit from the
incorporation of Al into their capabilities, however. Un-
manned Ground Vehicles (UGVs),
Unmanned Surface Vehicles (USVs),
and Unmanned Undersea Vehicles
(UUVs) have all benefited from the
incorporation of Al info their systems.
Companies such as the German Defense Tech startup ARX
Robotics have been incorporating Al into ground vehic-
les to create autonomous solutions that can help to make
battlefield operations more efficient. Meanwhile, others
such as the Delian Alliance from Greece are seeking to
create Area Denial solutions using kamikaze USVs com-
bined with kamikaze UAVs, that would lie dormant in pre-
positioned locations, being activated when a threat is de-
tected and then autonomously engaging. Although many
of these are sfill in various stages ranging from research
to development, to already deployed, it shows how qui-
ckly the proliferation of Al has progressed in military ap-
plications, and the amount of use cases that it has made
its way into in a relatively short amount of time. Another
emerging product that has begun to appear increasingly

is Al-enabled loitering munitions. These are munitions (be
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Autonomous drones:
Unmanned aerial vehicles

that operate and attack

without human control

they missiles or drones) that are designed to loiter over a
target location, and then able to autonomously identify
their targets and engage them. These types of munitions
are highly effective in combating ground targets, to in-
clude engaging enemy air defense units, as was shown
in the engagement in the Nagorno-Karabakh conflict in
2020 between Armenia and Azerbaijan. Frontrunners
in the development of Al-enabled loitering munitions in-
clude Anduril in the US, who manufacture the Barracuda
line of Al-enabled, cruise missile-style loitering munitions
(Trevithick, 2024). These munitions are claimed to have
the capability to identify sources of increased radar acti-
vity, allowing them to coordinate autonomously between
themselves to eliminate enemy threats more effectively.
More recently in May of 2025, Anduril also unveiled Fury,
their unmanned fighter jet that will leverage Al to perform
autonomous flight and mission sets (Anduril, 2025). Hel-
sing, a German Defense Tech startup, also manufactures
the HX-2, an Al-enabled drone that
is designed to be manufactured at
much more cost-effective rates than
conventional munitions. The design
of the weapon enables it to loiter
in contested environments, and to autonomously identify
and engage enemy targets utilizing the Al algorithms it is
programmed with to enable identification and engage-
ment. A technological development that has also come
about as part of the development of sixth-generation figh-
ter aircraft has been the testing that is being done on “dro-
ne wingmen.” The concept behind these is that the man-
ned fighter jet would operate as a sort of central node,
and can be supported by a number of autonomous aerial
vehicles (AAVs) that would perform as “wingmen.” The
pilot will be able to give commands to the AAVs on how
to support (e.g., stand off support, ground attack, etc.),
but they will be programmed to conduct flight and ope-

rate in their mission sets autonomously with the support of

Al programming.



4. Companies in Industry Developing Al
& New Defense Tech

There have been several companies who have been pio-
neering Al development in recent years. The main among
them have been in the commercial sector, focused around
every day, civilian use-cases, with the largest among
them being OpenAl & Anthropic, having obtained bet-
ween them over $81bn in venture funding. (Forbes, 2025)
Furthermore, these companies have also been dabbling
in the defense space, with OpenAl, Anthropic, Google,
and xAl being chosen in July 2025 by the US Department
of Defense to help them increase their adoption and use
of Al in intelligence analysis, logistics, and data gather-
ing functions (Albon, 2025). There have been additional
entrants into the field of Al from China as well, with the
launch of DeepSeek in 2024 making a large impact, as
the model appeared to mimic the capabilities of western
language models at a fraction of the cost. Elon Musk's
xAl & recent European startups like Mistral Al have also
entered the space, leading to a
large confluence of Al capabilities.
(Forbes, 2025) The growth of these

mainstream Al companies has, in re-

Essential

cent years however, overshadowed
the growth of a multitude of defense technology compa-
nies who have been pioneering Al use specifically in the
defense space as well. Some of the most well-known of
these companies, that have already been mentioned in
this paper include Anduril, Palantir, and Helsing. These
companies have also managed to harness the power
of Al whilst adapting it to a military use, creating potent
products that have significantly changed the nature of
modern warfare. There have been different uses of Al
by each company, in the case of Palantir harnessing big
data obtained through various sources and through mo-
nitoring fo create predictive insights that can be utilized
by government and intelligence agencies. The technolo-
gy has been touted by the company as having stopped
multiple terrorist attacks, and as having helped soldiers

in Iraq & Afghanistan avoid ambushes. One of the first

Human oversight:
to ensure Al

weapons follow legal and

ethical rules in combat

investors into Palantir was In-Q-Tel, the CIA’s investment
arm, underlining its use in the intelligence world. (Rumage
& Rodriguez, 2025) Anduril, founded by the founder of
Oculus VR, has created an Al platform that combines the
inputs from various sensors, radars, etc., and conducts a
rapid analysis to provide identification and threat analy-
sis, feeding the data back to the operator, enabling more
rapid decisions. The company has branched out, creating
cost-effective cruise missiles and drones that also utilize
the Al system it has created and can operate in contested
environments. The integration of Al to these platforms all-
ows the systems to interpret data from sensors and make
decisions regarding engagement. The company has ra-
pidly grown, landing massive contracts from the US DOD,
and recently branching into unmanned undersea vehicles
(UUVs) as well (Tashjj, 2025). Helsing, like Anduril, is a
German startup founded in 2021 that has the Altra Plat-
form, that takes data from multiple
drones and sensors, analyzes it, and
provides recommendations for batt-
lefield enhancements to operators.
The company has recently started
building drones, integrating their Al platform into them,
allowing the drones to operate in contested environments
where there may not be any signal to operations, main-
taining the ability to locate, identify, and engage targets
(Contrary Research, 2025). The company has also re-
cently These companies, all innovative and pioneers just
like their commercial counterparts, have fundamentally
altered the nature of military operations and warfare with
their application of Al to a military context. The use of Al
has enabled governments and militaries to significantly
increase the efficiency of data analysis in applications
such as intelligence and combat situations. This increase
in data analysis facilitates decisions to be made quicker
and more efficiently, while also enabling enhanced com-

bat operations and capabilities.
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5. Conclusion

As we have seen, Al in the context of warfare and mi-
litary applications has increased at a very rapid rate,
particularly within the last years. The technology, having
largely started out being applied to conduct large-sca-
le data analysis and recognize trends, assisting human
operators in making decisions, has been incorporated
into more platforms and systems as time has progressed.
Al is now incorporated into everything from surveillance
cameras to missiles, unmanned systems, and even is be-
ginning to be incorporated into aircraft. The companies
behind the rise in the use of Al have played a large part
in this and will continue to play a large part in the further
development and incorporation of Al into military uses.
As we have seen through the previous study, however, the

core of most Al applications lies in data and data analysis.

data that is being ingested, and enables decisions to be
made off this analysis, whether that means making tac-
tical decisions on the battlefield or a decision on the kil
chain. Considering this, to come back to our initial ques-
tion that was posed at the beginning of this section, are
the companies and technologies in this space data com-
panies at their core? The answer would be a clear yes, as
the core of Al is data, and the companies and actors who
have managed to harness the use of Al most effectively in
the defense and military space have been the ones who
have the capability to best harness the data and make
analysis of it, then weaponizing the output of this analysis.
This has led to the automation of data processing, lea-
ding to smoother and more streamlined military opera-

tions. This has led and will continue to lead to a new emer-

What makes the use of Al in a military context effective is  ging group of defense contractors, who at their core are

that it enables the rapid analysis and interpretation of the ~ data companies.
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1. Introduction

everal global entities have begun the process of

incorporating Al into their operations. Examples
of this include the United Nations Educational, Scientific
and Cultural Organisation (UNESCO) recommendations
on Al, the Organisation for Economic Co-operation and
Development (OECD) Al principles, the G7 statement on
the Hiroshima Al process, and the European Union (EU)
Al Act (Giovanardi, 2024). As part of this global adopti-
on of Al, it has begun to be established as a potential tool
for peacebuilding, standardly divided into three primary

domains of opportunity:

* Asan assist to conflict analysis

* As an early warning system predicting tensions before

they erupt

* To support human communication (Mé&ki, 2020).

Present studies find that around
60% of all wars conclude through
some form of compromise (Rey-
nolds & Jensen, 2025). However,
peace negotiations traditionally
suffer from a host of challenges which obstruct their suc-
cess in both conflict resolution and establishing policies
for long-term stability. Challenges for peace negotiations
typically include: dilemmas of resolution enforcement,
identity differences, ideology incompatibility of warring
parties, vulnerabilities of parties and a general lack of
credible guarantees (Walter, 1997). It is in recognition
of such challenges to the success of peace negotiations
that Al has begun to be introduced as a diplomatic aid,
such as the 2020 and 2021 deployment of the Ramesh
Al platform used as a dialogue tool in Yemen and Libya
by the UN Innovation Cell in DPPA (Alavi, et al., 2022).

This article will examine to what extent Al can be of aid
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Retrieval-Augmented
Generation (RAG):

Al method combining LLMs
with external data for context.

to obstacles in peace negotiation processes and identi-
fy some issues that may arise from such implementation.
From this analysis, recommendations will then be cons-
tructed aiming to maximise the benefits of Al for peace-
negotiation processes whilst minimising the risks this may
incur. Negotiations among warring parties are some of
the most critical and sensitive of all bargaining procedu-
res (Wanis-St.John, 2008, p. 1). Even when such nego-
tiations result in agreement, this alone does not guarantee
resolution of the underlying conflict and despite on-go-
ing efforts towards the structural enhancement of peace
negotiations, they continue to evade predictability (Wa-
nis-StJohn, 2008, p. 1). Given their importance and no-
toriously challenging nature, it is worth outlining exactly
how ‘peace negotiations’ should be understood and tra-
ditionally what structural elements compromise processes
generally constitutive of ‘peace negotiations.” Standardly,
“an agreement or accord is a formal commitment between
hostile parties to end a war” (An-
derlini, 2012, p. 1). Furthermore,
traditional attempts at achieving
this goal through peace negotiati-
ons involve three key phases: pre-
negotiations, negotiations and
post-negotiations implementation (Anderlini, 2012, p. 2).
Within said stages, important issues to establish include:
logistics, location, security for each party involved, par-
ticipants, time frame, meditators and their responsibilities,
setting achievable goals, building trust and agreement on
agenda topics (Anderlini, 2012, p. 2). Despite this gene-
rally established structure peace negotiation processes
remain non-linear and messy, with talks regularly com-
mencing just to break down and be restarted (Farquhar,
2024). Peace negotiation processes habitually involve
several rounds of talks, ceasefires and agreement revisi-

ons, for example there were 39 ceasefires in the Bosnian
conflict from 1992-1995 (Farquhar, 2024).



Major Historical Peace Negotiations (1815-2016)

Congress of Vienna (1815)
Treaty of Versailles (1919)
Yalta Conference (1945)
Camp David Accords (1978)

Oslo Accords (1993)

Dayton Agreement (1995)

Good Friday Agreement (1998)
Minsk Agreements (2014)
Colombian Peace Agreement (2016)

Figure 1: Timeline of Major Historical Peace Negotiations (1815-2016)

Furthermore, during the extensive process of these di-
scussions, negotiators can often lack means of effectively
gauging the responses and opinions of the superiors for
whom they act (Economist, 2025). A further challenge is
therefore the maintenance of steady and effective com-
munication channels between the represented and their
representors as discussions progress or alter rapidly. At
present, pauses often need to be made to regularly in-
form the represented of developments, which can break
momentum and gives other parties time to regroup (Eco-
nomist, 2025). Al could prove a tool for overcoming this
inconvenience. Lastly, translation is one of the fundamen-
tal aspects of peace negotiations as “conflict zones are
characterised by linguistic diversity” (GSI, 2023). This
can be a source of opportunity for strength but also po-
ses an on-going trigger for conflict as misunderstandings
could aggravate and even escalate existing violence
(GSI, 2023). Therefore, as linguistic diversity often cha-
racterises conflict zones for which peace negotiations are
necessary, translation comprises a key factor of success
and possible further conflict. Some of the key limits and
challenges of peace talks, as with those in the above dia-
gram, are thus: informational requirements, cultural and
linguistic assimilation and communication within parties.
The following section will outline how the emergence of Al
as a peace negotiation aid can be of benefit to challen-

ges in standard peace negotiation processes.

2. How Al could be of aid to challenges
in traditional peace negotiations

As highlighted above, one of the key challenges and li-
mits in existing peace negotiation processes are the in-
tricate and extensive informational requirements needed
to appropriately navigate generating solutions which are
realistic, sustainable and mutually beneficial to involved
parties. It is this first challenge which has been identified
as an area for which Al can be an aid, since Al can hold
vast quantities of data and use said data to provide Al-as-
sisted data-analytics (Giovanardi, 2024). Specifically, Al
can process data-driven decision-making through data
analysis of across social media, vast datasets, diplomatic
texts and speeches as well as fact-checking discussion
material (Giovanardi, 2024, pp. 41-48). Diplomatic stra-
tegy is enhanced by machine-learning algorithms which
can analyse geopolitical data, historical treaty negotiati-
ons and the content of real-time diplomatic engagements
(Pasupuleti, 2025, p. 4). In doing so, optimal negotiation
tactics can be identified, and strategies can be establis-
hed that best align with national interests whilst mitiga-
ting the interests of other interested parties (Pasupuleti,
2025,4). Negotiators therefore have a tool for monitoring
and staying up to date with the ever-shifting dynamics of
geopolitics and can incorporate this information into pea-
ce negotiation processes. Such methods were employed

in the analysis of negotiations prior to the establishment
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of a peace deal in early 2022 for Yemen (Arana-Cata-
nia, et al., 2022, p. 4). Yemen's regionalised war invol-
ved increasingly fluid and fractured coalitions, national
and international actors, divergent goals and continuous-
ly shifting party positions (Arana-Catania, et al., 2022,
p. 4). To aid future consensus building, 177,789 words
from dialogue sessions between Yemen's key stakehol-
ders were systematically analysed and used to generate
significant contextual information which could then guide
conflict analysis and mediation strategy (Arana-Catania,
et al., 2022). This data collection
and analysis can not only keep in-
volved parties updated on global
political dynamics in the present,
but through extensive data ana-
lysis Al can also provide predictive scenario modelling
through risk forecasting and analysis of potential outco-
mes concerning a range of actions. In peace processes
characterised by uncertainty and instability, scenario
planning becomes a powerful tool for navigating uncer-
tainties through providing holistic projections of future out-
comes generated by present-day decisions (Hao, et al.,
2024, p. 1). In existing research on peace negotiations
for Ukraine and Russia retrieval-augmented generation
(RAG) techniques of large-language Al models were
prompted to generate various versions of peace agree-
ments with distinct parameters as an assist to for analysts
in projecting the impact of various deals and the com-
prehensiveness of each potential option (Reynolds & Jen-
sen, 2025). In another Ukraine-Russia Peace Agreement
simulator, outcome preferences could be entered under
groups including territory and sovereignty, economic con-
ditions and justice and accountability (Economist, 2025).
A draft agreement is then output according to the input
parameters along with scores 1-10 for how acceptable
such a deal would be to Russia, Ukraine, America and
Europe (Economist, 2025). Al is therefore emerging as a
tool not only for informing present negotiations but also
for solutions formation and analysis. Al is also proving to
be of considerable aid as a dialogue assist to the trans-
lation aspect of peace discussions. The UN and its part-

ners have begun to use natural language processing and
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Al-assisted data analytics:

Al can process vast datasets to
guide negotiators in strategy

machine learning techniques for dialogue across thou-
sands of individuals in local dialects and as a means of
identifying points of agreement in conflict settings such
as Libya and Yemen (Brown, 2021). In 2020 and 2021,
the UN innovation cell in DPPA deployed the Ramesh Al-
platform as a dialogue tool through which up to 1000
participants could anonymously engage in ‘large-sca-
le digital-dialogues’ (Alavi, et al., 2022). Dialogue can
take place in local dialects to enable greater inclusivity in
peace negotiation processes as moderators can gauge
opinions on actions and outco-
mes across demographics (Alavi,
et al.,, 2022). Al assist in transla-
tion can also reduce translation
times, handle greater documenta-
tion volume and diminish the traditional costs of manual
translation (Farquhar, 2024, p. 1). Additionally, Al's role
in translation can provide an intuitively unbiased analy-
sis whilst facilitating communication between parties, as
found in efforts by the ‘Carnegie Endowment for Interna-
tional Peace” to study how digital technologies such as Al

can benefit complex conflict mediation processes.

3. Risks of Al implementation in peace
negotiations

However, the benefits that Al could offer existing pea-
ce negotiation processes bring with them risks and con-
cerns for exactly how Al aids will be implemented and
how this could undermine or complicate peace nego-
tiation efforts. Three main areas of Al-risk to peace and
security are identified as: miscalculation, escalation, and
proliferation (Giovanardi, 2024). Debate continues over
whether the use of Al in negotiations is even a desirable
step towards increased rationality or a disputable move
away from unique human wisdom (Zia & Waks, 2025).
Relying solely on information from past peace deals may
restrict creative human input in complex problem-solving,
guiding negotiators towards solutions which merely ap-
pear successful but fall short operationally or politically.
It is further possible that, despite Al generally being her-

alded as ‘objective and impartial,” it presents a biased or



flawed operational picture which could catalyse the de-
terioration of international relations during peace nego-
tiation processes (Giovanardi, 2024). Akord.ai, a model
developed by Conflict Dynamics International, has been
trained on 1500 documents about Sudan with a focus on
past peace agreements as a tool for greater inclusivity
in peacebuilding concerning the ongoing Sudanese civil
war (Wilmot, 2024). However, the use of such techno-
logy for predicting and generating solutions has been
warned against in the acknowledgement that any outputs
will inevitably reflect biases both in training data and al-
gorithms (Wilmot, 2024). Even when data is heralded as
operationally ‘impartial,’” the historical content of nego-
tiations and outcomes can be heavily contested as narra-
tives conflict and facts constitutive of ‘truth’ become filte-
red (Zia & Waks, 2025). The quality of solutions, and Al
outputs generally, is therefore limited by the quantity and
quality of training data. Al’s role, despite being labelled
as objective and impartial, could perpetuate and aggra-
vate existing power imbalances through data biases and
subtly partial algorithms. Issues of biases and partiality
in Al models stem into wider concerns of accountability,
transparency and possible manipulation in models used
for operations as consequential and delicate as peace
negotiations. Al models are often considered ‘black box'’
models due to the internalisation of data by algorithms in
ways currently ‘inauditable’ by, and inaccessible to, hu-
man understanding (Bathaee, 2018, p. 901). A significant

aspect of peace negotiation is the ability of negotiators

to justify their decisions and positions to both their coun-
terparts and their domestic constituencies, so such inac-
cessibility obstructs requisite justification. Public decision-
making is often required to be both morally and legally
transparent, so if Al cannot prove sufficiently transparent
and explainable, then it either cannot or should not have
a role in decision-making (Maclure, 2021). Under the
transparency obligations of Article 13 — 14 of the EU Al
Act, systems are obligated to be “developed and used in
a way that allows appropriate traceability and explai-
nability” and ‘high-risk” Al systems must be interpretable
(EU ACT, 2024). Thus, whilst there is regulatory momen-
tum for transparency, explainability and interpretability in
models, it is not yet the case that this is standard or even
possible in current Al models. Finally, Al models pose in-
creasing cybersecurity threats to models used in peace
negotiation discussions and for geopolitical conditions
underpinning said negotiations. Using LLMs, hackers can
devise “social-engineering assaults” to manipulate hu-
man behaviour (Economist, 2025). Al is also being used
to make existing malware more aggressive and a greater
threat to international security systems, as employed in
recent cyber-attacks on Ukraine’s security and defence
systems in July 2025 (Economist, 2025). Overall, some
pressing issues in Al models comprise transparency, inter-
pretability, bias, and attack or manipulation. The use of Al
models in peace negotiations therefore requires a united
regulatory framework which can mitigate these risks and

challenges whilst reaping the above-mentioned benefits.

EU Al Act: Risk Levels

High Risk Al Systems
Must undergo a conformity assessment

Low Risk Al Systems
Must adhere to transparency requirements

No Risk Al Systems
No obligations

Figure 2: Visualisation of risk categorisation for Al models passed in the EU Al Act 2021 CITATION Pefi24 \| 2057 (Pefialver, 2024)

https:/ /www.nemko.com/blog/a-quick-dive-into-the-eu-ai-act
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4. Policy recommendations

At present, options for the incorporation of Al into pea-
ce negotiations comprise either full use, partial use as an
aid, and no use of Al in favour of solely human effort.
Acknowledging that nations increasingly rely on digital

|II

infrastructure, and that Al has become a “critical tool” for
the maintenance of international peace and stability, the
inclusion of Al into peace negotiation processes appe-
ars both desirable and inevitable (Pasupuleti, 2025, p.
5). However, it is generally agreed that Al should need
remain a "tool” which can support negotiations whilst not
replacing the centrality of human strategic judgement in
political decision-making (Reynolds & Jensen, 2025). The
following recommendations aim to retain Al’s role as a

tool for negotiation enhancement whilst implementing re-

gulatory measures to mitigate risk.

* Adhering to the OECD Al Principles of 2024, Al ac-
tors should commit to transparency and responsible
disclosure of Al systems including fostering an unders-
tanding of the capabilities and limitations of Al and
providing enough information on relevant Al opera-

tions that those adversely affected by its involvement
may challenge its output (OECD, 2024).

* Abide by and enforce Article 10 of the EU Al Act
2024 which states that data providers are obligated
to evaluate whether their training, validation and tes-
ting datasets meet quality criteria including the exami-

nation of biases in data and correction measures (van

Bekkum, 2025).

* International audits and sanctions: aligning with the
2020 UN Digital Coordination Roadmap, Al models
should be auditable by international, third-party re-
gulatory bodies (Rafi, 2025).
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* Models used in peace negotiations should be clas-
sified as high-risk under the EU Al 2024 act due to
the likely impact on human life. Deviation from this
categorisation should be subject to individual eva-

luation and justification on a case-by-case basis.

(EU ACT, 2024)

* Development of a set of metrics for measuring inter-
national digital inclusion based on the fundamental
premise that everyone should have equal access
to empowerment through ICT: a measure for acting
against the use of Al models in peace negotiati-

ons aggravating existing global power imbalances

(UN, 2020).
5. Conclusion

The emerging inclusion of Al into peace negotiations pro-
vides clear benefits both to negotiators themselves and to
wider negotiating parties. However, uncertainties around
the exact capabilities of Al, coupled with the risks and
challenges of its application demand tight regulatory
conditions. This is particularly important given the gravity
and volatility of peace negotiations processes, wherein
misuse of Al models could instead catalyse the deterio-
ration of international relations. Furthermore, the use of
Al in geopolitical settings remains consciously limited to
that of a tool for augmenting, rather than replacing, hu-
man decision-making and rationale (Goldfarb & Lindsay,
2022, p. 28). To maximise benefits and manage risk, Al
models should be subject to a global unified regulatory
framework which emphasises transparency, auditability,

accountability and inclusion.
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1. Introduction

and called for the release of the imprisoned mayor of Is-

March 2025, mass protests erupted in Istan-

bul. Two million participants went to the streets

tanbul, and opposition party candidate, Ekrem Imamog-
lu (Michaelson 2025). While the immediate reason for
this protest was the imprisonment, it must be seen as a
broader historical reflection of what many critics see as
democratic backsliding within Turkey (Toksabay and Er-
koyun 2025). Over the past two decades, the systematic
erosion of institutional checks and balances has under-
mined the judiciary, executive, and legislative branches
of governance. Yet it is perhaps the press that has expe-
rienced the most profound transformation, especially aof-
ter the Turkish 2022 Disinformation Law. Since then, the
Turkish media landscape has been increasingly reshaped
under government-led constraints on freedom of the press,
and the growing influence of both domestic propaganda
and foreign disinformation campaigns. As such, Turkey
offers an important case for examining how disinforma-
tion, democratic resilience and media freedoms interact
with democratic governance. Therefore, this article will
grapple with the question: In what ways has Turkey’s
political evolution in the last 20 years shaped its infor-
mation ecosystem and the control of public narratives2
The paper argues that the AKP, the ruling party, and the
president effectively reshaped the Turkish media landsca-
pe, undermined critical political discourse, oppressed the
opposition, and consolidated political power. Foreign
actors, while gaining prominence, are only of seconda-
ry importance. First, the paper will introduce the political
background of Turkey over the past 20 years. Then it will
elaborate on the rise of the information age, with a parti-
cular focus on social media and the COVID-19 infodemic.
Next, it discusses how the AKP and President Erdogan
increase their state control by controlling the information
landscape. Lastly, the paper will shed light on the import-
ance of foreign actors and their impact on the Turkish

information ecosystem.
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2. Political Background

Before 2001, Turkey witnessed a series of di culties, inclu-
ding continuous political unrest, financial crises in 2001,
and economic turbulence (Kubilay 2022, 2-3). The Jus-
tice and Development Party (AKP) was founded in 2001
and successfully took advantage of this widespread pu-
blic frustration and presented itself as a party of political
stability and economic reform (Kubilay 2022, 2-3). By
appealing to conservative and centrist voters, the AKP
gained broad popular support among Turks and won
all national elections since 2002, which made Erdogan
prime minister in 2002 (Yesilada 2016, 21; Esen 2024,
7). When Erdogan became prime minister, the presidency
was largely symbolic while both the judiciary and the mili-
tary were still powerful political actors. In the next decade,
Erdogan reduced the influence of the judiciary over po-
litics through institutional reforms (Esen 2024, 12). Even
though these changes were framed as efforts to streng-
then civilian governance, they were highly contested and
critics argued that it weakened judicial independence
and limited media pluralism. In 2007, a constitutional
amendment was infroduced that allowed direct presiden-
tial elections, which set the stage for Erdogan’s 2014 elec-
tion victory as Turkey'’s first popularly elected president
(Yesilada 2016, 23; Esen 2024, 12). Later, in 2016, a fai-
led military coup served as a turning point and enabled
Erdogan and the AKP to justify a constitutional referen-
dum on transitioning Turkey to an executive presidential
system. Moreover, it gave the government the possibility
to detain more than 77,000 people and suspend about
150,000 civil servants and military personnel (BBC 2019).
With the support of the majority of the public, the new sys-
tem was enacted in 2018 and created a presidency with
unprecedented political power over the executive and
judiciary branches (Kersting and Grémping 2021, 224;
Esen 2024, 14). Together with the AKP’s parliamentary
majority, the new system effectively centralized power
around Erdogan. Turkish politics was therefore transfor-
med from a parliamentary system limited by judicial and

military oversight info a personalized presidential system

supported by party control (Esen 2024, 15).



3. The Information Age

In the middle of the political transformation in Turkish po-
litics, social media became increasingly more popular in
the mid-2000s. The rise of social media marked a dra-
matic shift in how people across the globe, and also in
Turkey, receive and share information. While the internet
had already existed for some time, the widespread adop-
tion of platforms such as WhatsApp, YouTube, Facebook,
and Twitter (now X) in the 2010s fundamentally changed
the political and social landscape globally. Initially, it was
seen as a democratizing force that would allow collecti-
ve organization and resistance against authoritarianism.
A prominent example is the Arab Spring in 2011, in which
protestors organized themselves through social media
to call for democratic reforms across the MENA region.
However, over time, social media evolved into something
that could also endanger democracies, and again, Tur-
key was no exception. In Turkey, platforms became sa-
turated with partisan content, bots,
and trolls (Kirdemir 2020, 6), while
emotional appeals rooted in anger
and fear contributed to escalating
polarization. The digital sphere not only increased the
competitive and polarized tendencies of traditional me-
dia (Kirdemir 2020, 4) but also further undermined pu-
blic trust, already weakened by longstanding structural
problems within Turkey’s media system (Yurdakul 2020,
4). Social media helped to spread rumors, xenophobic
narratives, and disinformation campaigns. Even more, it
left Turkish society fragmented and vulnerable to mani-
pulation in an increasingly volatile information ecosystem.
This newly emerging breeding ground of social change
was followed by the global COVID-19 health crisis that
hit Turkey hard and exacerbated the ongoing political
turmoil. Not only did the entire world and Turkey fall into
a pandemic, but also an infodemic (Kirdemir 2020, 12).
The pandemic negatively influenced the already fragile
Turkish information environment to a significant extent in
that it accelerated mis-, dis-, and malinformation flows
of any kind (Yurdakul 2020, 3). Before and during the
spread of COVID-19 in Turkey, many cases of false

Disinformation:
False information spread to

manipulate public opinion

information seen in other countries also appeared on Tur-
kish-language platforms. Prevention and cures, the nature
of the virus, conspiracy theories relating to origins and
nature of the pandemic, false claims about 5G communi-
cation technology, biological weapons, and grand con-
spiracies to control or curb the world population were the
most frequent narrative types in this category (Kirdemir
2020, 15). Examples of these sorts of false information
included that COVID-19 could be cured with garlic, vine-
gar, herbal cures, and saltwater, that only Asians could
get coronavirus, or that it was caused by Chinese culture
or race (Kirdemir 2020, 16). This multi-dimensional misu-
se of information from various actors harmed the Turkish
information environment, since it undermined trust in tra-
ditional media outlets, which had to grapple immensely
with the flood of misinformation. An additional problem
is that fact-checking is still rather new, or not as popular
(Yurdakul 2020, 11; Kirdemir 2020,
18; Bek 2025, 222-223), leading
to a situation where misinformation
almost spreads completely unregu-
lated. Often enough, Turkish media outlets were taking
over false narratives and also published them online; all
in all, at much higher rates than media outlets in most ot-
her countries (Kirdemir 2020, 14). Besides, this rise of
misinformation also intensified the political polarization
in Turkish politics along party lines. Fake accounts, trolls,
and bots took over online discourses on social networks
and shaped political narratives. The outcome was a self-
reinforcing feedback loop between three factors: polari-
zation, toxicity, and false information. Each factor fueled
the other two, thereby creating a vicious circle: greater
polarization encouraged the spread of false information;
false information deepened polarization; and both dro-
ve increasingly toxic discourse (Kirdemir 2020, 6-7). In
sum, the COVID-19 pandemic showed how an already
fragile information environment, combined with politi-
cal polarization, was highly prone to any form of mal-,
mis-, and disinformation and fundamentally hurt Turkish

public discourse.
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Figure 1: The self-reinforcing system of false information, polarization, and toxic discourse in Turkey (Kirdemir 2020, 7)

4. Autocratization of the
Information Landscape

Since the early 2010s, the AKP government has increased
its control over the press and social media. While in the
early stages, social media was declared as a ,source of

|Il

evil” by Erdogan and other AKP politicians, later it was

used to shape public narratives with the help of trolls (Bek
2025, 220). In 2013, during the military coup, where
Fethullah Gilen, a clergyman and previously a friend of
Erdogan and the AKP, was arrested, the government re-
vealed that FETO, the terrorist organization that fried to
overthrow the ruling party, promoted disinformation and
propaganda on social media to create chaos within Tur-
key (Bek 2025, 222). Critics, therefore, argue that disin-
formation is used to portray enemies of the party clearly,
at the same time, when the AKP is also using social media
as its domain of influence (Bek 2025, 222). With the rise
of COVID-19, the Turkish government blocked, in 2020
alone, 467011 websites, domain names were blocked,
22554 news articles were blocked, and 15,832 news ar-
ticles were deleted (Bek 2025, 225). Moreover, the Free
Web Turkey project reports that in 2021, around 11,050
URLs, domain names, and social media posts were blo-
cked, while 49 news websites were banned (Free Web

Turkey 2022). In 2022, five media representatives were
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detained, 20 media representatives were attacked, and
126 media representatives went to court between July
and August (Bek 2025, 225). With the enactment of the
Amendment to the Press Law (number 7418), published on
the offcial government website on October 13, 2022, a
major change in press freedom appeared.Article 29 sti-
pulates that anyone who publicly publishes false informa-
tion concerning the internaland external security, public
order, and public health of the country with the aim of
creating anxiety, fear, or panic among the public shall
be punished with imprisonment of 1 to 3 years (Turkey
2022, art. 29). Additionally, Articles 3 and 4 state that
news websites and social media platforms need to store
news content for a certain period of time and make it
available upon request (Turkey 2022, art. 3, 4). While
the government claims that this law is in place to protect
the public from disinformation, critics argue that the law
must be considered as criminalising journalism and limit-
ing freedom of information, since itis unclear what mis-, or
disinformation, or even danger means, and is only up to
the courts to decide — the same courts that are overly re-
presented by the AKP and its allies (Bek 2025, 225). On

the other hand, Erdogan and his allies continue to spread



misinformation themselves. During the 2023 national
election, which Erdogan won once again, a widely circu-
lated video depicted Kilicdaroglu encouraging people to
vote, followed by an endorsement from Karayilan, a co-
founder of the PKK, which helped the AKP to spread their
narrative that the opposition party is working together
with the Kurdish terrorist organization (Andi et al. 2025,
7: Bek 2025, 225). The same narrative was used to crack
down on the opposition candidate for the upcoming elec-
tion in

2028, Imamglou, who was arrested in March 2025 due
to alleged support for the PKK, and ,several financial
crimes” (Fraser 2025). The arrest enflamed nationwide
protests, which led to an even more crackdown on op-
position voices (Aslan 2025). Today, Turkey has expe-
rienced around two decades of democratic backsliding,
alongside polarization. About 90% of all news outlets are
controlled directly or indirectly by the government, while
social media is now regulated by the new Disinformation
Law (Andi et al. 2025, 7). When it comes to press free-
dom, Turkey ranks globally in 15%th place, on the same
level as Sudan and Venezuela (RSF 2025). Moreover, it

is one of the six most rapidly autocratising states worldwi-

de, aside from Brazil, Hungary, Indig, Poland, and Serbia

(Boese et al. 2022, 990).
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5. Geopolitics and Foreign Influence

Turkey is at the center of many regions, with various state
and non-state actors that have various interests. It borders
not only countries in the Caucasus, such as Armenia and
Georgia, but also in the Middle East, such as Syriq, Iran,
and Iraqg, and Europe, including Greece, Bulgaria, and
Cyprus. Moreover, it borders two seas: the Mediterrane-
an and the Black Sea. On top of that, Turkey upholds a
complex web of relationships with various parties, which
especially concerns security and economic partnerships.
On the one hand, Turkey is a key NATO partner with one
of the biggest armies in the alliance (Turak 2024), has clo-
se ties to Washington, and provides military equipment to
Ukraine (Notte and Kane 2022, 5). On the other hand,
Turkey does not shy away from following its own security
interests even against allied Greece in the Mediterranean
or the US when it comes to the Kurds in Syria (Notte and
Kane 2022, 5). Moreover, it also has strong economic
partnerships with Russia and refrains from joining Wes-
tern sanctions against Russia (Notte and Kane 2022, 4).

With Turkey also being on the rim of many contemporary
wars, such as in Ukraine, Syriq, or Israel, it seems trivial
that Turkey is also impacted by foreign disinformation

campaigns that try to steer political narratives inside the
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Figure 2: Strategic Geopolitical Map of Turkey and its neighboring countries (Uzunképrii 2019 ) Source: Geopolitical Intelligence Services
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country. ,The most frequent sources of such campaigns
and narratives, as discovered by social media monitoring
outlets so far, originate from the Middle Eastern or Rus-
sian entities (Kirdemir 2020, 9).” The best case for such
a disinformation intervention occurred in 2015, when a
,Russian aircraft violated the Turkish airspace by about
2.19 kilometers” and got shot down by Turkish authorities,
killing one of the two pilots (Unver 2018, 14). This event
led to a high polarization within the internet, in which two
narratives appeared: Narrative A focused on blaming
Russia for violating Turkish airspace, and Narrative B fo-
cused on blaming Turkey for shooting down the jet outside
of Turkish airspace. After a week, however, a new nar-
rative was coming up that presented Turkish government
offcials, including Erdogan’s family, as being involved
in smuggling oil from ISIS during the peak of the Syrian
war (Unver 2018, 17; Costello 2018, 4-5). This narrative,
although proven to be incorrect, was highly effective in
its reach and impact. Even Western media outlets took
up the narrative, portraying Tur-
key as an untrustworthy NATO
partner (Unver 2018, 17; Kirde-
mir 2020, 9-10). Besides, other
Turkish military operations in the
region (Unver 2018, 22-23; Kirdemir 2020, 10), as well
as other events such as the military coup in 2016, or the
assassination of the Russian ambassador in Turkey, beca-
me subjects to manipulative campaigns by various actors,
most importantly Russia (Castello 2018, 8-9, 11). Russian
trolls by the Internet Research Agency were also involved
in promoting ,opposition to President Erdogan and Tur-
key in general” and made jokes about ,Erdogan plan-
ning the refugee crises” (Harry Collins et al. 2022, 152).
All in all, however, research remains unclear on whether
the Turkish information ecosystem, since it is so infected
with originated mis-, dis-, and malinformation, is more or
less prone to Russian disinformation (Unver 2018, 44; Ka-

lathil 2020, 37)
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Turkey’s government controls
media to shape public opinion

and suppress dissent

6. Conclusion

To summarize, Turkey’s political evolution over the past
two decades has strongly reshaped its information eco-
system. The AKP and President Erdogan have been able
to centralize control over traditional and digital media,
crack down on press freedom, and criminalize dissent
through the 2022 Disinformation Law. This created an en-
vironment where opposition voices are suppressed and
public narratives are controlled. The rise of social media
and the COVID-19 infodemic supported the spread of
misinformation, strengthened political polarization, and
undermined public trust in traditional media outlets. While
the 2022 Disinformation Law was framed as a measure to
combat harmful misinformation, the law effectively crimi-
nalized critical journalism and constrained press freedom.
By controlling both traditional and digital media channels,
the AKP has created a highly regulated information en-
vironment in which political power and public perception
are increasingly inseparable. It
also enabled the government to
suppress critical opinions, as il-
lustrated by the arrests of promi-
nent opposition figures and the
nationwide crackdown on media outlets. With Turkey’s
unique strategic position in foreign and security affairs, it
appears to be, from time to time, a target of information
attacks from foreign actors, such as Russia and Middle
Eastern entities. However, with Turkey having a largely
infected information environment itself, it remains unclear
what the concrete impact of those attacks is. Future scho-
larship is needed on the effects of disinformation on the

2023 national election.
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1. Introduction

rtificial intelligence (Al) has transitioned from

an emerging technology in the cyber realm to
an omnipresent aspect of operational reality. Its ability to
analyse large datasets, identify anomalies instantly, and
even automate specific decision-making tasks presents
unparalleled chances for enhancing cyber defence. Ho-
wever, the same abilities that render Al beneficial also
infroduce new dangers, especially when used in delicate
military situations. These dangers are heightened in cyber-
space, where activities can occur rapidly, transcending
borders, and often lacking immediate identification. For
NATO and the European Union (EU), cyber capabilities
enhanced by Al present a twofold challenge. On one side,
they can greatly improve group resilience against advan-
ced cyber threats. While, simultaneously posing intricate
legal, ethical, and political dilemmas concerning autono-
my, accountability, and control. In contrast to traditional
weapon systems, Al employed in cyber operations is ty-
pically hidden from public view and can be used secretly,
complicating oversight efforts. At present, NATO does not
carry out offensive cyber operations these are solely the
responsibility of individual member nations. These abili-
ties are regarded as ,national resources” that can be uti-
lized for alliance operations on a voluntary basis (Shape
n.d.). Although this setup honours national sovereignty, it
leads to coordination issues. Sensitive data regarding the
extent, techniques, and preparedness of national assets
is frequently kept under strict control, hindering NATO'’s
capacity to organize and execute genuinely coordinated
cyber operations. This issue of ,secrecy” can obstruct trust
and delay decision-making in times of crisis. The EU en-
counters a distinct structural situation. It lacks a military
command structure similar to NATO but wields significant
influence via its regulatory capabilities, research finan-
cing, and coordination tools such as the EU Agency for
Cybersecurity (ENISA). EU cybersecurity efforts typically
emphasize standardization, strengthening resilience, and
enhancing capabilities, which can support NATO'’s ope-
rational functions (Trimintzios et al., 2017). Nevertheless,

the absence of a direct operational mandate implies that
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EU-level actions must depend on the implementation by
member states. Considering these variations, the subse-
quent suggestions aim to enhance Al-driven cyber defen-
ce at the national, NATO, and EU tiers. Every suggestion
tackles both operational and governance aspects, gua-
ranteeing that technological progress is accompanied by

strong policy structures.

2. Clarify NATO'’s Role and Capalbilities
in Cyber Operations

Why it matters:

NATO's existing cyber defence strategy is based on the
idea that member nations maintain authority over offensi-
ve abilities (Shea, 2025). Though politically essential, this
setup may hinder prompt collective reactions to rapidly
evolving cyber threats especially those driven by Al. In
situations where an opponent launches Al-based assaults
on several NATO nations at the same time, lags in the co-
ordination of national resources may enable the attacks
to intensify without restraint. The categorization of natio-
nal capabilities intfroduces an additional layer of comple-
xity alliance planners might remain unaware of available

tools until a crisis arises.

Recommendation:

NATO ought to expand the mandate of its Cyber Ope-
rations Centre to strengthen the operational integration of
Al-driven tools, while still maintaining national authority
over their usage. This may require. The creation of a pro-
tected, classified database of Al-driven cyber capabili-
ties possessed by member countries, available solely to
approved NATO strategists. Establishing interoperability
standards for Al technologies, guaranteeing that national
systems operate cohesively during collaborative missi-
ons. Developing pre-approved operational playbooks
for specific types of cyber defence measures, minimi-

zing the necessity for prolonged political discussions in

critical situations.



Supporting platform:

The NATO Cyber Operations Centre provides a cen-
tral hub for alliance cyber activities, while the CCDCOE
supports joint exercises and training (NATO CCDCOE,
2023). These institutions could serve as the operational

and conceptual anchors for Al integration.

3. Develop International Rules for Al
in Cyber Warfare

Why it matters:

Artificial intelligence in cyber warfare presents distinct re-
gulatory issues. In contrast to kinetic weapons, Al cyber
tools can be created and utilized with minimal physical
infrastructure, making them more challenging to over-
see within current arms control systems (Dykstra, Inglis, &
Walcott, 2020, p. 116-118). The lack of global regula-
tions leads to a strategic void where nations might feel
compelled to create and implement offensive Al techno-

logies proactively.

Recommendation:

Engage with multilateral plat-
forms such as the United Nations Group of Governmental
Experts (UN GGE), NATO, the EU, and the G7 to deve-
lop practical, enforceable standards for Al applications
in military cyber activities. These must, outline banned ap-
plications of Al, especially fully autonomous offensive cy-
ber tools that can operate independently without human
supervision. Set up essential transparency standards, in-
cluding mechanisms for reporting before and after opera-
tions. Steer clear of impractical universal bans that might
unfairly impact liberal democracies, prioritizing practical

protections instead.

Supporting example:

The Tallinn Manual 2.0 (Schmitt, 2017) offers a general
starting point but is a non binding resource for legal advi-
sers and policy experts dealing with cyber issues. Upda-
ting this framework to include Al-specific scenarios would
bridge a critical gap (NATO Cooperative Cyber Defence

Centre of Excellence, n.d.).

Artificial Intelligence (Al):
Machines performing tasks that nor-

mally require human intelligence

4. Require Human Oversight and
Explain ability in Military Al

Why it matters:

Lack of transparency in Al decision-making poses a major
risk for governance. In military cyber operations, where
immediate decisions can have significant strategic im-
pacts, the lack of clarity in an Al system’s actions diminis-
hes both operational trust and democratic responsibility.
This is especially pronounced in the EU, where the regu-
latory environment highlights transparency and rights sa-
feguards, and in NATO, where political agreement ne-
cessitates that member countries have confidence in each

other’s systems

Recommendation:

Enforce legal and policy standards that require Al utilized
in cyber defence to be understandable to operators and
policymakers. Creates a record of choices and measu-
res implemented. Is subject to
significant human supervision
at critical decision moments.
NATO might integrate these
demands into its procurement criteria for shared initiatives,
and the EU could broaden the reach of the Artificial In-
telligence Act to specifically include military Al, ensuring
uniform oversight processes among member states (Euro-

pean Commission, 2021).

Supporting model:

The European Union’s Atrtificial Intelligence Act (Al Act)
explicitly excludes applications used solely for military,
defence, or national security purposes, as set out in Ar-
ticle 2(3) and Recital 12. In the civilian sphere, however,
the Act establishes stringent requirements for high-risk
systems, including those that process biometric data. Ex-
tending comparable oversight mechanisms to military Al
could help bring defence technologies into line with es-
tablished civilian standards. Alongside this, the European
Parliament has adopted policy resolutions encouraging
the development of Al-driven cyber defence capabilities,

encompassing both defensive and offensive measures
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provided they comply with international law. These ini-
tiatives, however, remain political guidance rather than
binding provisions of the Act itself (European Parliament,
2022; European Parliament, 2023; Sierra-Tango, 2023).

5. Build Al Tools That Are Secure
by Design

Why it matters:

Al systems are naturally susceptible to threats like adver-
sarial inputs, data poisoning, and model inversion (Fede-
ral Office for Information Security, 2023, p.5-11). Within
a NATO framework, a breached Al defence mechanism
might generate weaknesses among various member na-
tions if interoperability functions are misused. In the EU,
insecure Al solutions created in the private sector might
be incorporated into defence supply chains, bringing

systemic risks.

Al enhances cyber defence but requires

Recommendation:

Implement secure-by-de-
sign principles as a mandatory criterion for all Al systems
employed in defence (Cybersecurity and Infrastructure
Security Agency, n.d.). This involves, strict adversarial tes-
ting throughout development. Incorporating cybersecurity
protocols into the Al framework from the beginning. Im-
plementing ongoing surveillance to identify and address
emerging risks. Although this might raise upfront expenses,
savings over time will be achieved by lowering the neces-
sity for expensive retrofits and minimizing the chances of

maijor failures.

Supporting example:
Ukraine’s Delta situational awareness system demonstra-
tes the practical importance of secure-by-design archi-

tecture in contested settings (Bondar, 2024, p.7-12).
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strict human oversight to prevent misuse

6. Promote International Al-Cyber
Threat Intelligence Sharing

Why it matters:

Cyber threats powered by Al function at machine speed,
allowing minimal time for human detection and response.
In the absence of real-time intelligence sharing, even
the most proficient individual state can become overw-
helmed. Intelligence-sharing mechanisms are present
in NATO but may be hindered by classification obstac-
les. The EU has put resources into civilian cyber threat-
sharing systems, yet these frequently lack connection to

military networks.

Recommendation:

Create cohesive, Al-focused threat intelligence networks
at NATO and EU levels, connected via secure gateways.
They ought to provide
not just threat informa-
tion but also Al-gene-
rated analytical results.
Utilize standardized taxonomies for Al-driven threats to
enhance interoperability. Perform collaborative NATO-
EU training drills that replicate Al-assisted assaults on es-
sential infrastructure. As Al-enabled cyber threats move
at machine speed, integrated threat-intelligence chan-
nels are critical for both NATO and EU cyber resilience.
Figure 1 illustrates a conceptual NATO-EU intelligen-
ce-sharing network, highlighting how existing military
and civilian channels could be linked through Al-driven
analytical hubs. This proposed structure aims to reduce
classification bottlenecks, standardise threat taxonomies,
and enable near real-time data exchange during cyber
incidents. This diagram shows military (NATO), civilian
(EU), member state, and Al analysis nodes, along with
proposed secure gateway links for Al-driven cyber threat

intelligence exchange.



Integrated NATO-EU Al Threat Intelligence Sharing Network

D EU (Civilian Nodes)

Member State B

() NATO (Military Nodes)

NATO Cyber
Ops Center () Member States
Member State A
/ CCDCOE
EU CSIRT Network
ENISA /

Figure 1. Integrated NATO-EU Al Threat Intelligence Sharing Network.

Supporting platform:
The NATO CCDCOE's Locked Shields exercise is a prime
venue for testing these capabilities, and the EU’s CSIRT

Network could serve as the civilian counterpart.

7. Close the Skills Gap in Al
and Cybersecurity

Why it matters:

NATO and the EU both encounter a lack of experts skilled
in the convergence of Al, cybersecurity, and defence stra-
tegy. Lacking adequate expertise, even the most sophisti-
cated policy frameworks will be ineffective in real-world
application. NATO's power is rooted in its operational
training framework, whereas the EU possesses more sway

in educational policies and research financing.

Recommendation:

Initiate collaborative NATO-EU talent programs that
create unified curricula addressing Al, cybersecurity,
and military uses. Provide shared scholarships and ex-
change initiatives for professionals from partner count-
ries. Encourage collaboration between public and pri-
vate sectors to train and keep specialists in the defence
industry. Even the most advanced Al-enabled cyber ca-
pabilities will falter without a sufficiently trained workfor-
ce. The EU currently employs approximately 9.37 million
ICT specialists (Eurostat, 2024), but is on track to reach
only 12 million by 2030—far below the EU’s target of
20 million. Figure 2 visualises this projected shortfall, il-
lustrating the urgent need for joint NATO-EU talent
development programmes. Data source: Eurostat (2024)
and European Commission (2023). The EU faces an esti-
mated shortfall of approximately 8 million ICT specialists by
2030, underscoringtheurgency ofcoordinatedtrainingand

recruitment initiatives.
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Figure 2. Projected EU ICT Specialist Workforce vs. 2030 Target.

Supporting example:
India’s post-crisis investment in Al-cybersecurity training
offers a model that could be scaled for multinational

application (Bharadwaj, 2025).

8. Regulate Offensive Al Use
with Political Oversight

Why it matters:

Offensive Al in cyber warfare represents a highly sensiti-
ve political aspect of military technology policy. In NATO,
where consensus is essential for decision-making, any
ambiguity regarding the use of offensive Al may lead to
tension among member states. Within the EU, the lack of
a direct military mandate does not eliminate the ability to
exert influence especially via export regulations, procure-

ment policies, and industrial strategies.
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Recommendation:

At the national level, establish explicit criteria for parlia-
mentary or legislative consent prior to utilizing offensi-
ve Al in cyber operations. At the NATO level, establish
common definitions and political oversight processes
that promote transparency among allies while maintai-
ning operational security. At the EU level, create export
regulations for offensive Al systems, in line with wider

international standards.

Supporting framework:
NATO's Responsible Al principles already emphasi-
se accountability and chain of command these could

be formalised into binding political oversight structures
(NATO Innovation Hub, 2021).



9. Conclusion

The incorporation of Al into military cyber operations pre-
sents significant strategic benefits as well as serious go-
vernance issues. For NATO, the main focus is operational
integration making sure that national assets can be alig-
ned swiftly and efficiently without compromising soverei-
gnty. For the EU, the main focus is on regulatory consis-

tency establishing elevated benchmarks for transparency,

industries are required to uphold. NATO and the EU can
enhance their collective defence strategy and maintain
the democratic values they aim to safeguard by defining
roles, establishing practical global standards, ensuring
human oversight, integrating security into Al technologies,
exchanging threat intelligence, addressing the skills gap,

and regulating offensive Al with political supervision.

security, and accountability that member nations and
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Elias Ricken:

hank you, Mr. Herpig, for being here today with us

for this interview. | would like to discuss three over-
arching topics with you today. The first one deals with
Cyber Security, Al and Defence. The second one is on
critical infrastructure, and the third one is about on Euro-
pean perspectives. Then the first question of the general
segment would be: How is Al used today in cyberspace

and information space?

Sven Herpig:

| am mainly looking at Al from a perspective on the in-
tersection of machine learning and Al with cybersecurity.
You have basically three sub-intersections in that area.
The first is using Al or machine learning to overcome
security mechanisms. This is, for example, used in auto-
matically trying to scan for vulnerabilities and helping
to create more authentic-looking phishing emails. Then
the second intersection is the entire opposite. It consists
of using machine learning or Al elements to prove and
bolster cybersecurity, which includes, for example, auto-
mated log scanning, and anomaly detection. So cyber-
security is very much based on large chunks of data, and
that's where machine learning shines: It can help to make
sense of large amounts of data in very little time. That's
why it helps to bolster some existing cybersecurity mecha-
nisms. And then the third of the section, | personally found
the most interesting research topic, is how including any
machine learning or Al-enabled part in software and in-
frastructures, increases and changes the threat landscape
and the supply chain for any given IT environment. The
distinction between the three is helpful, because in practi-
ce you have multiple Als for different things: For example
those helping the attackers, those helping the defenders,
and those that assist you in running the systems and make

your infrastructure more vulnerable.

Elias Ricken:
Speaking of defenders and attackers, as | understand it,
the means of attacking, which you just mentioned, phi-

shing, scanning for vulnerabilities and others, remain very
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similar, no matter if the defender is an entire state, or just

an individual with his computer at home. Is that correcte

Sven Herpig:

Well, in general, yes, but the more complex the infrastruc-
ture is, the more the attack surface is going to differ. That
means that attackers can leverage different segments of
your infrastructure or attack surface and exploit parts of it.
If you're running your laptop at home, you have a small
amount of services and hardware that you're using. So
the attacker is basically limited to exploit the few vulne-
rabilities in those devices. But if you're running a network
with 10,000 services, 20,000 computers and servers
and whatnot, then of course, the attack surface is much
larger. So the attacker can find different entries and vul-

nerabilities. So you have a larger attack surface to secure.

Elias Ricken:

Okay, thank you. We also want to talk about critical in-
frastructure in this interview. In general, for someone who
is not specialized in cybersecurity, could you explain how
these kind of cyberattacks process2 How can | visualize

them, in order to understand them better?

Sven Herpig:

First you have to understand that the entire ecosystem,
especially in the realm of cyber criminals, but also the co-
operation between criminals and intelligence and securi-
ty agencies, for example, is very much a division of tasks
and expertise. You have groups of people that program
the malware, those that get access to a system and those
that conduct the operations once the malware is in the sys-
tem and so on and so forth. When the attacking actor is a
state, there’s a lot of resources invested from certain states
to carry out these operations and campaigns. When we
look at the criminal ecosystem, the criminals make a lot
of money by conducting cybercrimes, so they also have
a lot of money to spend on improving their tools and to
hire talent. So, the first thing that we need to understand is

that there can be a lot of resources on the attacking side.



Now, having said that, the attackers don “t necessarily
need to use all that sophistication in order to conduct their
operation. Instead they will look for the easiest point of
entry into a system. This is important, because we need
to take nofice of the fact that it's of course important to
secure machine learning enabled software. At the same
time, if the intelligence agencies and the criminals still get
into your infrastructure and your systems by exploiting
your traditional software, that you leave rather unprotec-
ted, then we need to work on that first. Now, how does
it continue from there? First you have to find a path in.
That can be finding vulnerabilities, especially the edge
devices. These are devices that are directly connected to
the internet, such as routers. Exploiting vulnerabilities will
get you into the system, first into the router, then pivoting
into the internal system, and then you basically continue
from there. You establish a bridgehead, if you want to use
that synonym or comparison to the military world. Then
from there on, you basically have lateral movement in-
side networks, and you go where you want to go inside
the network. Another approach can be phishing. Actually,
the most used initial attack vector to infiltrate a system is
simply using the legitimate credentials. So to figure the-
se out by trying to convince someone to give them your
password and your account name and maybe sometimes
your two factor authentication. There's different ways of
getting to the system, but the initial access is where the
operational attack starts. With that, there’s two common
ways to do that: Number 1 is tools and malware that
were either custom made for your operation or can be
more like a commercial off the shelf product. Number 2 is
what we call “living off the land”, the stealthier of the two
approaches, that consists of actually using legitimate soft-
ware that is already installed to go from A to B. Both ways
enable to accomplish various goals, such as surveying a

system or copying data.

Elias Ricken:

What would be the role of Al in such a development?
What is the difference between a cyberattack using Al
and a cyberattack not using Al2 Or does the latter one

even exist today?

Sven Herpig:

Well, here we can also look at the three intersections: First,
if I'm the attacker and I'm leveraging Al, what it mainly
helps me to do is being much more efficient: By using Al
| can create better and more authentic phishing emails. |
can scour through larger amounts of data in shorter time,
such as vulnerability reports or internet connections of
that network where | want to get it. | can customize my
malware so that it evades detection much more efficiently
than if | could manually do it. Then secondly, on the de-
fender side | can get much more efficiently through log
data and it helps me to spot anomalies faster. Al almost
always works an efficiency multiplier and will be used to
go through vast amounts of data much faster and more
reliable than a human could. A basic Tier 1 Al agent can
run through your data, flag all behaviour that it thinks is
anomalous and hand it over to human analysts. Just as if
saying: “Look, this is what | found. What is your action?
This is what | would suggest.” And then the third element
is the machine learning components in your IT infrastruc-
ture, which diversify and extend your attack surface as
compared to if you wouldn't use it. It basically makes the

defenders need defend another spot.

Elias Ricken:

So Al is more of an amplifier and something that renders
these attacks more efficient, but that doesn’t necessarily
change them in the process or in the sequence of atta-

cking?

Sven Herpig:

Yeah, | would say 80% to 90% of the cases, it just makes
already existing procedures more efficient. There are ab-
out 10% to 20% of the cases, where using Al enables a
new operational approach: Let's look at Microsoft recall
for example, the program that takes screenshots of ever-
ything you're doing on you screen and later on helps you
better to search and find different things on your com-
puter through a machine learning-enabled application.
These screenshots might entail your type of your pass-
word or your bank card information. Without the machi-

ne learning component used in Microsoft recall, this data
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wouldn't exist. But when an attacker gets into your system
and that program, they all of a sudden have direct access
to this very sensitive amount of data and therefore it cons-
titutes a new attack vector. There are certain operational
aspects of using Al in cybersecurity that are changing in
this three intersections that following the interview, but the

main game is still the same.

Elias Ricken:

Would you say that, speaking from a perspective of pro-
tecting critical infrastructure, that are there certain sectors
of critical infrastructure, such as energy infrastructure or

hospitals, that are most vulnerable to these attacks?

Sven Herpig:

Well, | think in general, the attackability pre or post-le-
veraging Al remains the same. If your hospital is insecure
before leveraging the tools, it will remain insecure when
you're doing so and the other
way around. For example, the
banking sector is well known for
high compliance and better se-
curities than other critical infrastructures. It doesn’t really
change with Al because it follows the same pattern: If you
know how to secure your conventional environment, you
will also then know how to secure it against Al-supported
operations. That follows the same paradigm. | think one
thing that also makes sense to explain is that while the-
se critical infrastructures might be using and will be using
machine learning enabled software in the office environ-
ment, the vulnerable part where the critical operational
things happen is the operational technology. Everything
that moves, such as the industry robots and the MRT in
the hospital for instance. Normally, these pieces of ope-
rational technology are the ones that you need to keep
running in order to remain operational, because that's
where the essential services are actually happening: It's
not where the emails are written. The operational techno-
logy parts of most critical infrastructure so far are not yet
leveraging machine learning in a critical sense. However,
if you conduct an interview with people working in criti-

cal infrastructures and ask them “Are you using machine

EPIS Report on Artificial Intelligence & Cybersecurity— Issue |

detect, or exploit cyber threats

learning?”, most would probably they would say “yes”.
And what they refer to is something like co-pilot or ge-
nerative Al for their office environment. What they don't
mean is that they have machine learning software running
into their operational technology. If these are tampered
with, their infrastructure will be severely disrupted. So |
think that's another important distinction of where to look
when we talk about protecting our critical infrastructure.
If we just stick to the legal terms, a small hospital is not
considered critical infrastructure. But if things don’t work,
there, then people might still die. A big hospital, is consi-
dered critical infrastructure, because it has more capacity
and therefore holds more patients. Similarly as solid was-
te management: Some sites are considered critical infras-
tructure and it's sure bad if they wouldn’t work for one
or two days, but it’s different than if an entire power grid
goes out of operation for the same duration. Therefore cri-

tical infrastructure itself is a spectrum.

Al-enabled Cybersecurity:

Using artificial intelligence to

Elias Ricken:

Regarding these attacks, we
know that they come from a cer-
tain direction of this world. My question would be, how
can defenders, which are in our case, the European na-
tions and companies keep pace with these adversaries
who sometimes seem to have much larger means and
much larger know on how to weaponize these Al tools

in cyberdefence than we do. How can we react fo that2

Sven Herpig:

| don’tthink it’s going to be an Al versus Al match. | think it's
cross-domain responses. First we have to define at what
point we want to respond, either as an individual govern-
ment or as the European Union. What responses are ap-
propriate for what behaviour. When red lines are crossed,
how do we react. That is interconnected, of course, with
the geopolitical environment and international relations.
For example within the current scale of cyber operations,
ifit's Chinese threat actors, that are after economic secrets
or political espionage, there’s only so much an individual
state can do. Simply because China is a very big strategic

competitor. Therefore a response is more likely to be tied



to the European Union. Most probably we would call out
this kind of behaviour in a public attribution. That kind of
response remains the status quo until today, with the level
of Chinese interference. With Russia it's a different story.
They're at war with a friendly country and regularly make
active threats to wage war against the EU member states
as well. In this political situation and the current scale of
Russian cyber campaigns on European countries, there’s
nothing we would do as a response to cyber operations
that we are not already doing to help Ukraine. We're go-
ing to do it either way because they're killing people in
Europe and not because of something that happens in the
cyber domain. Now, if Russia would shut down a power
grid in Germany, for example. | think that scale of attack
would warrant us to respond more severely. However, we
haven "t reached that point before. Then we're talking ab-
out countries like North Korea and Iran, where we also
at the maximum of sanctions that we can put on these
countries. Regarding these countries, our additional geo-
political responses are pretty limited.
EU-wide, we also need to get better
secure our systems and be more resi-
lient, to make sure that if our systems
go down, we get them back running
as fast as possible and as smoothly as possible. To this
day, that likely remains the best strategy we have against
strategic competitors. But for example, a couple of ye-
ars ago, there was an espionage operation from Vietnam
against Vietnamese citizens and dissidents in Germany.
This is a case in which even a singular country can employ
a significant toolset of responses, inside and outside the
cyber domain, to make sure that they don't try that again.
But to sum up, your toolset of responses largely depends
on the international relations and the general geopolitical
environment that we are in right now, as well as on how
strong the competitor is that you're trying to respond to,

and how serious the operation was that was carried out.

Elias Ricken:
You stated that cyberattacks range all across the EU and
that in addition to that, the member states are very closely

interlinked networking-wise. Wouldn't therefore the EU

Al amplifies cyberattacks,
making defenses more

complex but not funda-

mentally changing them

be the right framework to establish norms and to defend

and respond to cyberattacks?

Sven Herpig:

Well, | think When we're talking about the strategic or the
normative approach, the European Union is pretty clo-
se interlinked and it works well. But again, | don't think
that really helps us to operationally defend ourselves.
And operational defence is a matter of national security.
National security is member state prerogative, especial-
ly in cybersecurity. We see that operational cooperation
within the European Union is not working very well. You
have instances where it works well, but normally these in-
stances are either ad hoc or they are in smaller scale: For
example, Germany decides to form a new group with the
Netherlands, France and Luxembourg and they exchange
a cybersecurity defence concept, with success. Then five
years later, the European Union will decide to do that
EU-wide and that every member state has to participa-
te. Then the same concept doesn’t
work anymore because the level
of trust to share sensible and secu-
rity related data is not there in this
larger EU-wide scale. On the other
hand, there is fairly good reason for some of the mistrust:
We have countries in the European Union that are not
totally averse towards Russia and therefore | wouldn 't
share my information about Russian cyber threats if | have
certain European countries with me in the room. This com-
plicates European Union-wide operational cooperation.
At the same time, these very same countries speak with
one voice at the UN for example, so they are very much
political allies, but on the operational level, that is not so
easily done. And that's where the difficulty with EU decisi-
on making in cybersecurity is: On one hand, operational
cooperation is something that we need to get much better
within the European Union, because this is also where our
main strength, to pull our resources together, lies: On the
other hand, we also need to acknowledge the redlities.
The best solution | believe, would be to have certain ope-
rational mechanisms in fixed groups only, so that we can

rely on the people we are working with.
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Elias Ricken:

Remaining this European perspective or also the national
security perspective, you just mentioned that cyberattacks
are a matter of national security. And how do the cyber
security strategies on a national level in the EU then ad-

dress this convergence also of Al and cyberattacks?

Sven Herpig:

We do certainly not have a lack of strategy or legisla-
tion, for that matter. On the contrary, among European
member states, we have the tendency to overregulate
and overstrategize. Instead, we have an implementation
problem. Allow me to give you an example: Shortly after
the Federal elections in Germany, it was leaked that only
10% of the governments network operators have geogra-
phical redundancy of their data centres and know how to
use backups and actually do tests with their backups. Still,
this is regulated. Every strategy, everyone who has ever
worked in IT security knows if we have big data centres
running, they need to be redundant. If there is a break
down, we need to have another one to take over. Even
from private life we all know how important backups are,
but still this leak shows that there is a lack of implementa-
tion in a major European country on a the federal level.
And again, it is not the strategic level that is missing: We
have best-practices, we have ISO-standards, we have
strategies, we have regulations, we have all of that. Now
we need to mass-operationalize a standard of IT security

and that’s where we need to catch up drastically.

Elias Ricken:
Why are we not doing exactly that2 What reforms or
political steps would be needed to implement these

operational changes?

Sven Herpig:

For one part it is talent shortage. We face a six to se-
ven-digit shortage in IT security personal in the European
Union. ISACA, the Information Systems Audit and Control
Association, has a good data on that. When we address
a talent shortage in the EU, normally we start creating

professorship positions and all that stuff. But we don't
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need people who can write encryption algorithms in 10
years from now. We need people who can configure fire-
walls and load balancers in six months’ time. So addres-
sing the talent shortage is also not something that we've
done pretty well in the past, | think. The other reason is
mostly in internal prioritization, such as political agenda
setting and resources allocation. Security is not a very
prestigious topic, because if it works, you won’t see an-
ything of it. You only see it when it fails. That is in my ex-
perience a lot of the political reason why we don’t have
enough resources for operational implementation of se-
curity standards. That is where our cybersecurity construct
eventually fails. | mean, I've rarely talked to someone
who responds, “Yes, my organization has enough people
and who have the possibility to push through with security
implementation of their measures.” The responses mostly
is somewhere around “We don’t have people, we don't
have money. It's not as important as other things for the

company, institution or organization.”

Elias Ricken:

SO what could potentially be the role of EU institutions
such as the European Defence Agency or the EU Cyber
Defence Competence Center. We already mentioned
that it's foremost a matter of national security, but how
can these institutions help the EU member states in opera-

tionalizing their defence in cyberspace?

Sven Herpig:

| think of two points: First they need to improve the eco-
system for talent. | mean, talent that between 6 and 18
months can actually work in companies and doing IT
security. If that is a matter of changing the incentives or
setting up more facilities that can train people is up to de-
bate. | think that we have to figure out, but we need those
people and we need them fast. How to do that is somet-
hing that we might want to do actually on the European
level as well. The second point is that EU-agencies such
as ENISA, the European Cyber Security Agency, should
figure out why operational cooperation is not working as

well as we need it to work. We need to figure out why



it's not working the way it should be working. And we
should address that whatever change will be part of that.
And then the third point is that agencies like the European
Defence Agency, need to bring the Ministries of Defence
together and discuss two things right now: One is if we
want to have joint active cyber defence operations? So
cyber operations from European member states together
to either disrupt the attacking infrastructure in, for example,
Russia or whatever, and/or attribute those attacks better.

The second question we need answered is: Do we want to

have a European cyber command? Do we want to have
a command structure on the European level? Right now,
it would be NATO level. Do we want to have that com-
mand structure on the European level so that Europe is
actually able to conduct their own cyber campaigns and
cyber operations, especially, of course, with a focus on

defence and resilience.

Elias Ricken:

Thank you, Mr Herpig for the interview.
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EPIS Report on Artificial Intelligence & Cybersecurity

Dear reader,

As President of the European Defence Network (EDN), | am proud about the result of this first cooperation of our
members with the EPIS Think Tank.

The EDN is a network of students and young professionals willing to engage actively with like-minded people in the
field of defence and security with a European perspective. As youngsters, we witness the evolution of the world and
technologies with a more acute sense of foresight and responsibility. The security environment in which we will evolve
in our whole carrier and life is taking shape now. Therefore, having the opportunity to work and express our thoughts
on such critical topics as Al and cybersecurity, which are only just starting to shape our future, was for us paramount

to bring our stone to the debate and build our minds.

In that sense, Al covers it all. While its definition and potential are ever changing, what can only be said for certain is
that it will revolution our security environment, and with all revolutions, the comfortable certainty of the past leaves the
place to many questions to be answered. In the defence field, these questions are similar than in civilian applications,
but are raised more acutely - with the specificity of not triggering another sudden “Oppenheimer moment” as for nuc-
lear weapons but invading all the historical fields of weaponing. This raises new questions, that we have investigated
in this report. At the core of Al is technology. Present in a basic and controlled form in guidance systems with image
recognition, the first official use in a military operation in the 2010s in Israél for automatic targeting, and further de-
velopments until today’s conflict in Ukraine, created a dynamic and a sense of urgency from which mainly newcomers
benefited. This is an opportunity to move lines in the defence industry sector, and also for countries with weaker de-
fence industrial bases to take their share in the European market. Technology developments also triggered the entry of
those systems inside legacy human prerogatives, such as targeting decision. However, the inherent explainability gap
of Al'is a challenge for keeping those systems within the Rule of Law and humanitarian ethics in place in Europe. Hence
our recommendation 3 on Explain ability. The potential accountability gap of Lethal Autonomous Weapon Systems
is also conflicting with the principles of the International Humanitarian Law. Work has started to update regulatory
and legal frameworks, but the standard pace for diplomacy and consensus is not compatible of the evolution pace
of Al. On top, the conflicting geopolitical landscape is not auspicious for common ground. This is why | would like to
open, in this conclusion, on the strong need for European leadership on this new field, to set the new standards while
allowing innovation and breakthrough to secure our future defence capabilities. This can only be done by recognising

the specificities of the defence applications, and potentially preparing exceptions for high-intensity conflicts.
We are confident this report, fruitfully born from this rich collaboration with the EPIS Think Tank, has brought some piece

or opened new paths in the debate. This shows our members are skilled and engaged, and is a sign of hope for what

the future brings!

Brice Lefebvre,
President of the European Defence Network
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